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Abstract—We present a “clean-slate” design for a network- respects a goal of the current Internet architecture [10{, b
layer routing and forwarding system intended to address short- certain aspects are nevertheless entangled in IP—spdpyifical
comings of the current Internet Protocol. Our design separates routing, forwarding, and addressing. (Consider the diffies

routing from both forwarding and topology discovery; requires . . " . .
only a flat, topology-independent namespace; and allows for involved with the transition to IPv6, which was essentially

policies of both users and service providers to be supported. Nothing more than a change of numbering scheme.)
Channels serve as the primary abstraction, allowing the network Second, our design is intendedrecognize and isolate the
topology to be viewed at multiple levels of abstraction using the distinct and sometimes contradictory interests the users
same identifiers. In this paper we present the basic design, which 5 generate the traffic and pay the bills, and the service
is based on loose source routing. Our routing and forwarding . . -
scheme is part of a larger project to produce a “clean-slate” providers who carry .the traffic and collect thpse bills. The
network layer design. present Internet architecture’s lack of mechanisms to aitipp
different parties’ policies has led to “tussles” [9], andnt@ny
|. INTRODUCTION hacks becoming practically indispensible for the contihue
Although the Internet protocol suite has been amazingbperation of the network. (Consider the use of IP addresses
successful at supporting new applications and servicery mand—especially—port numbers to determine whether traffic
of the original assumptions underlying its design are nzan be allowed into a domain.)
longer valid. There is increasing agreement in the communit Third, our design should b#iexible with respect to where
(including funding agencies) about the need to explorencleaand how often functions are performeebr example, we want
slate designs. Somewhat surprisingly, however, few pralposto be able to push functionality into the end systems and/or
for new network layer designs have been put forward &pecial infrastructure (a la DNS). In the present Intertietre
date. Instead, researchers generally focus on particspces is actually very little of this kind of flexibility: some basi
that are considered problematic in today’s Internet, sush rmesponsibilities, such as end-to-end reliability, areedated to
interdomain routing policy, reducing unwanted traffic, ioptend systems, but others, such as route discovery and selecti
mizing resource usage, etc. (By “network layer”, we mean timaust be implemented in virtually every router. Along the sam
protocols that govern the end-to-end delivery of informati lines, we want to allow a greater range of options for the
which are expected to be implemented by the participantsfiequency of occurrence of potentially costly operatidnghe
the network—in other words, the “waist of the hourglass’turrent Internet, IP's hop-by-hop routing/forwarding étion
By “architecture” we mean the set of functions implementeiteats all destinations the same, expending the same @&ffort
by the system, and how they are assigned to the varidirgd routes tcall destinations, regardless of the traffic’s actual
components.) In this paper, we describe a novel routing amix of destinations. In other words, IP spreads the cost of
forwarding architecture that is part of a larger project téinding all routes over all packets equally; in a world where
develop a clean-slate network layer design. The largeeptojthe cost to send a packet may vary widely across sources,
is called Postmodern Internetwork Architectufd]; the for- it may be useful to allow a wider variety of amortization
warding/routing approach presented here is cghestmodern schedules. (Consider a battery-powered handset on the edge
forwarding and routing infrastructur¢PFRI). of radio range versus a large server in a corporate datargente
Our work has several high-level goals. First, we want the The focus of this paper is on a basic datagram delivery
functionality of the forwarding infrastructure—the networ service, which has the following features:
elements thamustexist to interconnect channels and form the « Separation of routing and forwarding. This is also
network—to be independent of most aspects of the end-to-end a feature of switched, connection-oriented networks like
service. In particularit should be possible for the end-to-end  ATM, of course. Unlike switched networks, however, our
service to evolve without a “forklift upgrade’A network layer design does not require per-flow state in the forwarding
that could support different end-to-end services was inesom infrastructure, although it is permitted as a performance



optimization. Instead, each packet carriesoavarding In today’s Internet, packets flow between domains only
directive which partly specifies the path it should followwhen either a customer-provider relationship or a peering
through the network. The full path followed by the packetelationship exists. Because routing in IP is done hop-by-
is determined by the policies of the source and thwop, customers are completely dependent on their immediate
providers whose networks carry the packet. upstream provider to determine the route followed by the
« Separation of topology discovery and path selection. packets they send, even though that route generally insolve
At all levels, the problem of topology discovery (i.eservice providers other than the originator’s. The purpose
discovering potential routes) is separated from routef the motivation field is to remove this limitation, so that
selection policies that are likely to be determined bgustomer-provider relationships can exist apart from lmgpp
business relationships. The idea is that nodes in the infrastructure, before forimard
« Flat, topology-independent identifiers. PFRI has no a packet, check its motivation field for a reason to do so.
naming or addressing hierarchy, and no central namifidpus the motivation field might contain credentials thatvpro
authority is required. Identifiers that are required tthe originator is a legitimate member of the local domain, or
be globally unique for routing/forwarding are selectets a customer of a particular transit provider. Recentlyeoth
randomly or pseudorandomly, from a large space, tesearchers have proposed the useaifvork capabilitiesfor
(virtually) guarantee uniqueness. This separation mak&milar purposes [14], [16], [17].
it easier to support mobility. The accountability mechanism provides a hard-to-forge
« Flexible topology abstraction: In PFRI, only channels record of a packet'’s origin and handling in the network. Bein
are named(i.e., are assigned identifiers); nodes remaiable to attribute packets to a specific endpoint and path has
anonymous. The advantage of this approach is that thmany uses, including tracking malicious packets and using
network can be viewed at different levels of abstractiofiooding as a basic functional building block.
using the same channel names (see Figure 1). Wheré&nobs enable packet sources to supglgiviceto the net-
necessary, nodes can be implicitly identified with the setork, in order to increase the likelihood of adequate perfor
of channels they terminate, including abstracted clustersance in some dimension. An example would be an indication
of nodes. . that a packet is the first of a series of packets, all going the
' i I same way. Such a hint would enable the infrastructure to,
i\ for example, establish state in order to amortize resalutio
or lookup costs over all of the packets.
(a) No abstraction Dials support information flow in the other direction, i.e.
from the network to the user. An example would be a signed,
nonrepudiable timestamp indicating the time of arrival atte
hop along the path specified by the source. Such information
would enable a user to determine where delay builds up in the
network.
(b) One level of abstraction The rest of this paper is organized as follows. The next
section introduces the concepts and terminology of PFRI.
Section Il discusses the model of usage of the network and
compares it to the current Internet, particularly with essp

7 to the parties responsible for various functions. Sectign |
describes the basic operation first in the context of a sfiagli
(c) Two levels of abstraction model, then shows how the approach can be made to scale. In

Section V we discuss some additional considerations cbtate
Fig. 1. Channel names do not change regardless of abstraevien while ~P€rformance and other details of operation. In Section VI we
different node names would be required at different levelahsftraction. discuss some connections and differences between our work
and others’. Section VIl concludes the paper.
Although our primary focus here is on the rout-
ing/forwarding approach, it is only one component of the Il. CONCEPTS ANDTERMINOLOGY
network layer being developed in the Postmodern Interndtwo A channelis a logical means of transmitting packets from
Architecture project. Because the other components agatru one location to another. In our architecture, it may coroasp
to the viability of PFRI, we discuss their role here brieflyto an actual physical channel (such as a SONET link, a lambda
(Indeed, we believe the lack of interest in prior sourceirmut in a fiber, or a wireless LAN), or to a higher-level abstragctio
proposals, including some that PFRI resembles, is due saich as a buffer queue in an operating system, a label-s4itch
least in part to the absence of these functions.) These adafith, or a pair of IP addresses in the existing Internet.
tional functional components, each representing a parh@f t Each channel in the network is identified by a globally
internetwork-layer header, are [4otivation accountability unique, unstructuredhannel ID As noted in the introduction,
knobs anddials. We consider each in turn. channel IDs are chosen (pseudo)randomly from a large space



to avoid the need for any central naming authority. Althoughave the connectivity property, i.e. consecutive chaninetise

we do not make use of it in this paper, each channel ID $£quence are not necessarily connected by a Fdn#arding
assumed to be bound to a public/private key pair in a setfirective is a component of the PFRI header containing a
certifying way (for example, the channel ID is the hash gfartial path, an indication of the current location in thatlp
the public key). These considerations make it necessary ford information that distinguishes among data traffic and
channel IDs to be rather large (at least 64 bits). We theeeforarious forms of signaling traffic.

note here a fundamental premise of our design is hieader

bits are cheapThe PFRI header, which in general will contain [1l. PFRI IDENTIFIERS AND USAGE

several channel IDs, can be rather large—perhaps hundreds Qlth ; di hani id he h f the PERI
bytes. Our position is that in today’s network, bandwidth is e forwarding mechanism resides at the heart of the

plentiful, and it is more important to include required mecharchltecture, and uses a very simple, flat_namespace. As in
anisms than to optimize bandwidth consumption by headér? c_urrent Internet, oth_er namespaces will also_ be needed,
throughoutthe network architecture. In those places whef® will means of Mapping names from the various Spaces
bandwidth really is precious, state and other methods c each other. Separation of concemns with respect to any

be used to shrink the overhead [11]. Moreover, increasi%iliary infrastructure required to perform these magpiis

the minimum packet size provides a benefit: a correspondiﬁ 0 |mportar_1t. . . .
increase in the per-packet processing time budget. he following describes our vision of the use of various

For the purposes of this paper, all channels are understdiines and identifiers in PFRI, including who controls/sigspl

to be point-to-point and bidirectional. While in practicerse th€ resolution mechanisms and sets policy. Fig. 2 shows the
link layers do not have these attributes, it is clear that, fy2rious objects used in establishing communication (Hoxes
example, point-to-point channels may be built upon muitipo ATOWs indicate mappings. For comparison purposes, we also
link layers. Although unidirectional links may occasidgal describe the corresponding mapping steps for the current
be encountered (for example in mobile/wireless networks)Stem-:
they are of limited utility in the context of a general-pusgo

network unless other, reverse channels exist. We therefore [ Objective }
believe the conceptual simplification of this assumption is (location—independent)

worth the burden it places on underlying link layers. g> U . ,

A nodeis the logical endpoint of one or more channels. It %% Step 1 ‘ ser or other service
may represent a program running in a host, a piece of hardware ég (e.g. Google)
(e.g.a sgnsor), a server farm, or an entire networ.k domaim su &2 [Destination Specification }
as a university campus. forwarding node (FN)is a node o3 (location—independent)
that provides “transit service”, i.e. relays packets amdng §§
attached channels. Although a FN could be a piece of hardware | | 2 Step 2 ' Destination Application
infrastructure (like a router or switch), it might also beasgler E @ Service Provider
component, such as a complete transit domain (like an AS in =

today’s network).
The termendpointrefers to a node that acts as a source
or sink of traffic (packets). An endpoint will typically be a Sten 3 ' Destination Network
ep

T

End-channel ID }

(Iocation—independent)

process or program, but might also be a file, port, mailbax, et Service Provider
Each endpoint has one or magad-channelshrough which it

can send and receive packets. An end-channel is any channel
that terminates on an endpoint. We use the term EID to refer

to the channel ID of an end-channel, although there is no

apparent difference between the ID of a regular channel and

an end-channel.

Locator
(location—dependent)

Source or Source’s
Step 4 ' Service Provider

aimponuselyu] Jake] JIoMmaN

A realmis a collection of channels and nodes that are under [ Partial Path }
a common administration at some level. Realms may be nested (source—specific)
hierarchically. In our architecture, a realm is indistirgiiable
from a node when viewed from the outside. In particular, some Step 5 ' Transit Service Providers
realms provide transit service between channels, whilersth
do not. Realms are a generic construct corresponding to the [ Full Path }
various levels of hierarchy in the present network: automasn (source—specific)

systems, OSPF areas, subnetworks, etc. e
A pathis a sequence of channels, where adjacent channrg%

in the sequence have a common endpoint, which is a FN. A

partial pathis a sequence of channels that does not necessarily

2. Resolution steps; next to each arrow is the entitgorsible for that
ping



1) The communication objectiveepresents what the usertoday’s network, they are useful but, strictly speakingt no
wants to communicate with. It generally remains imnecessary for its functioning. The PFRI network layer enter
plicit, both today and in PFRI. It is typically resolvedthe picture only when the objective has been resolved to
into a destination specificationn today’s network, the an EID. Before taking a closer look at these network layer
destination specification is partly explicit and partlymechanisms and how they can be made to scale, we point
implicit. Examples of the explicit part would be a URL,out that the separation of concerns outlined above is quite
an email address, or a DNS name. The implicit part is tle@nsistent with that of the three-layer name system prapose
well-known port associated with the application, whiclby Balakrishnan et al [3].
is typically built into the application. This “resolutions
often performed manually (for example, the user knows IV. FORWARDING AND ROUTING OPERATION
the email address of the person they want to contact)The fundamental service provided by the PFRI layer in-
or through a third-party service such as Google. In afyastructure is relaying a packet from channel to channel,
case, the destination specification identifies a particulag specified by a forwarding directive carried in the packet.
service. The FD specifies a sequence of channel IDs; as long as the

2) The destination specificatioris resolved to anEID, sequence represents an actual path in the network, the basic
which uniquely identifies the endpoint of communicaoperation is straightforward: When a packet arrives at a FN,
tion. This resolution step, which represents the selecti@fe “current position” indicator in the FD is updated, thexine
of a specificinstanceof a service, is controlled by channel ID in the sequence is mapped to one of the FN's
the destination (application) service’'s administration. attached channels, and the packet is forwarded over that lin
the current Internet, the EID is an IP address pluphe challenge is to enable the FD to be constructed in the first
(implicitly) a port number and protocol; the resolutiorplace. Our design divides the responsibility for this pesbl
is typically done via DNS. The provider of the (applicaamong the source and the various providers who will carry
tion) service has control over this mapping, both todaye packet.
and in PFRI. Because the EID today is tied to location, Wwe first describe how PFRI works based on certain simpli-
the provider may return a different value dependinging assumptions. Then we show how to relax the assump-
on the requestor’s location (cf. Akamai). In PFRI, onions without depending on any routing mechanisim what
the other hand, the EID is the (opaque) channel ID @bllows, we mostly ignore the other functional blocks of the
an end-channel, which identifies @pplication entity architecture (motivation, accountability, etc.), excaptpoint
independent of its location. out where their functionality may be useful.

3) TheEID maps to docator, which encodes information  For this simplified scenario, we assume the network has
about the endpoint's location in the network. In thenly a single level of hierarchy: Each channel either cotsec
present Internet this step does not exist, because ti® nodes within the same realm, in which case it is called
IP address encodes the endpoint’s location and actsggsinterior channe] or it crosses into a different realm, in
both EID and locator. The drawbacks of this approacfyhich case it is called horder channebf the realm. A node
are well known. In PFRI, this resolution is handled¢onnected to a border channel is callebader nodeof the
by a dedicated, hierarchical mapping service, and tigalm. Some realms act like forwarding nodes, i.e. theyrela

destination network provider's policy determines th@ackets among their connected channels, while others do not
mapping. (Details are discussed in Section IV-D.)

4) Thelocator is elaborated to gartial path In PFRI, this
mapping is performed by the source and the source’s ’ z Q
network service provider (or by the latter exclusively), ’*
according to their respective policies; when the partial ‘
path is obtained the packet can be handed off to the '
PFRI layer. r
5) Thepartial pathis refined to acomplete pathoy filling
in gaps, which correspond to intra-realm segments. In
PFRI, this step is controlled by the realms (transit
providers) through which the packet passes.
In today’s Internet, the packet is passed to the networkrlaye
after step 2, and the mapping from locator (IP address) to
complete path—is performed hop-by-hop as the packet travels
through the network. Each node determines the next hop in _
the path according téts own policiesand the destination IP ~ We assume the following:
address. P1: Each node in each realm knows the internal topology of
The first two resolution steps are considered to be auxiliary its local realm, including the identifiers of every internal
functionality that uses the network layer. Like the DNS in  and border channel of that realm.

Fig. 3. Network graph for simplified scenario



P2: Each node knows the (connected) realm-level topology, After the packet crosses, another path fault may occur.
i.e. the connectivity and identities of all inter-realmAgain, given P1, it can be handled and the packet is conveyed
channels in the network. acrossd. At this point the network layer has fulfilled its

P3: There exists an EID-to-border channel mapping servicebligation, i.e. the packet was transmitted and receivest ov
Given the channel ID of any end-channel in the networlgach channel in the FD. If the end-channel associated with
the service returns one or more border channels thfe EID corresponds to the input queue of an application,
the realm that contains that end-channel. Every realno further demultiplexing is necessary. Alternativelye #nd-
contains at least one provider of this service, and evethannel might be the input of a module that will perform
node in the realm knows the identity of that provider. additional protocol processing. (Interaction with highearel

Consider a node (call it) in a realm.X, which has a packet Protocols is discussed in Section V.)
destined for an application identified with with end-chanhé A. Implementing P1-P3

(Refer to Fig. 3, in which realms that provide transit segvic ) _
are shaded.) Next we consider how the assumptions can be made to hold

The nodea does not know the location in the topologyVithout begging the question, i.e. without relying on aniyest
of the application associated with EI} so it must resolve routing mechanism. The first two are straightforward; P3 is a

d to something it does know. It sends &HD resolution Dit trickier. .

request packet to its local EID-to-border channel service; RégardingPl Knowledge of the intra-realm topology can
the forwarding directive of the PFRI header of that pack®€ obtained and propagated using a link-state-like protoco
contains the patlyw. (The PFRI header must also contain®©nd the lines of OSPF [12]. Each node in the realm peri-
in its motivation field, credentials to convince the commorpdically creates and sendsi@pology advertisementhat lists
endpoint ofy andw to forward the packet.) The EID-to-border@!! Of its channels. These advertisement messagesamsed
channel service receives the request, looks! @md returns: throughout the realm. (Note that the accountability meidman

as a border channel of the realm containihgThe packet is makes it relatively easy to implement a safe and efficient
returned toa using the reversed Fiy. flooding primitive.) Topology advertisements come in two

avors: regular and transit. Regular advertisements atdic

to select an inter-realm path that leadsztaccording to its hat @ node can be reached via the advertised channel(s).
own path-selection policy. Since the realm containihig not Transn_ advertisements imply that in addition the origiimgt

a neighbor ofX, one or more realms will need to provide 4'0de is prepared tdorward packets between any of the
transit serviceto the packet. If is an established customer@dvertised channels (given adequate motivation). Thus the
of one of the candidate transit realms, it may select a peﬁlﬂvert!sement emitted by each forwardl_ng node is a transit
that uses one of those realms; otherwise, it must establisRdyertisement, _hOS,tS emit regular advertisements.

relationship with some transit provider(s) to get the matton ~~ Re€g9ardingP2: Given P1, the same basic method can be
credentials needed to convince the realms to provide trarl&f€d to distribute information about the realm-level togg

service. (For now, we assume this transaction happensfoutideére: the border nodes in each realm play a special role as
band.) In our exampley selects the inter-realm patit-. aggregatorsof the realm-level topology information. Using
Using its knowledge of the local topology selects the their knowledge of the internal and border channels of the

egressportion of the path to-. In our exampleyu is the only realm, they construct an advertisement of the realm’s liorde

choice, but in generat may apply policy here to select a path_channels and forward it to each of their neighbors in other
So a constructs a FD containing the partial pathrtzd. (It realms. Those neighbors, in turn, flood the advertisement
also constructs and includes the needed motivation Cmmthroughout their realms and pass it on to neighboring realms
for the channels included in this path.) It sends the packett o Eventually each node in the network receives an advertiseme

channely. The packet is forwarded over u, andr, with the for each realm, and has a complete graph model in which

FD being updated at each hop as described above. (In additi§ig/ms aré nodes and inter-realm channels are the edges.
RegardingP3: given P1 and P2, we can construct a global

the packet's motivation is also checked at each hop.) X h he bord h I ¢ th
After traversing channel, the next channel in the sequencéer\l“Ce Lat maps EADS t? the hor ‘Tr channel IDs o tde
is not directly attached to the receiving node: the FD dod§2/Ms that contain them. In each realm, one or more nodes

not specify the pathto be followed through the first transE? designfatﬁd to ;r?vide ft_his sgrvice.h(This dzsignatipdrst_mul
realm. At this point, we say path fault occurs. We discuss € part of the node’s configuration.) These nodes peridglica

the handling of path faults later, in Section IV-B; for nOW]‘Iood announcements of their location throughout the realm;

we simply state that the transit realms are responsible flglrth's Wayt()aa%h nodz n ]Ehe reaJmhIearns a path to the serVIhcg
conveying the packet from to ¢, and from¢ to z. (Given oreover, border nodes forward these announcements to thei

P1, it should be clear that each realm can construct a p 'ghbors in qdjacent realms, which f°rwaTd them dire(nlyj[
connecting the border channels.) their own designated service noc_ies. In this Wz%y, the_ service
nodes in each realm learn of their counterparts’ locations.
Iwe name nodes and realms in this example for convenience ormy; th The_ EID-to-border _ChannEI service nOde_S in ea_lch realm
architecture does not require that they be named. organize themselves into a global DHT using their knowl-

Now « can use its knowledge of the realm-level topolog



edge of the realm-level topology as well as their own intraadded at the faulting FN. As a result, future faults will also
realmtopology. First, each service node floods an announéewarded through the PFHon the way to the egress channel.
ment of its existence throughout its realm; this enables dlhis approach would only be used if the packet indicates (via
other nodes in the realm to learn a path to it. The bord#re knobsfield) that it is one-of-a-kind, and no state should
nodes of the realm exchange this path information across thee established. Thus, when selecting a route for the packet
realm boundaries, so that service nodes in neighboringhsealto follow, the PFH examines not only tieD and motivation
learn paths to each other. The service nodes then orgarfizéds, but also and thinobsfield in the packet header. The
themselves into a distributed hash table (DHT) structudd sulatter may indicate particular characteristics desired tfe
as a Chord ring [15]. For Chord, each service node choogeansit path, especially if the packet is the first of many to
a neighboring service node as a successor. Using their knofidw along the same path. Realms that provide transit service
edge of the topology, nodes then identify the nodes that amdl often have multiple flows traversing the realm through
1/2, 1/4, etc. of the way around the ring, and construct pattiee same ingress/egress channels. Although the flows share
to thosefinger nodes; thanks to P1 and P2, these paths ctre same ingress and egress channels, they may have djfferin
be made efficient in terms of the underlying network graplQoS requirements (knobs) and must be routed over different
Finally, the service nodes partition the identifier spacéhsd paths inside the realm. By looking at the knobs of every
each is responsible for an approximately equal-sized qrortifaulting packet, the PFH can select an appropriate one. To
of the space; each node then inserts the mappings for its realvoid routing all packets through the path fault handlers it
into the DHT. (In practice, the global DHT would probablynecessary to allow paths in a FN's path cache to be associated
not bootstrap itself in this way, but would be administralyy with a flow ID as well as a channel ID. The ability to insert
configured to provide efficient service.) path cache entries that define different routes to the same
) egress channel gives PFHSs the ability to support QoS routing
B. Path Fault Handling and traffic engineering while amoratizing the costs of route
As noted above, a FD may contain gaps. One reasonfasilts/computation across many packets in a flow.
scalability: it is not reasonable to expect a source to know
enough about the network topology to specify a complete path
to any destination. Another is privacy: realms may not wis@. Hierarchical Topology
to expose information about their internal topology owsid
the realm. For these reasons, path faults may happen durin§|ear|y, for this system to scale to millions or billions of
forwarding. nodes, it is necessary to support multiple levels of abstrac
When a packet arrives at a forwarding node and the ndkierarchy). However, we want to avoid placing arbitraryits
channel in the FD is unknown, path fault handler(PFHs) ©n theamountof hierarchy that can be supported, so we allow
is invoked; the PFH may or may not be co-located with thi@r arbitrary nesting of realms. That is, any realm may cionta
border node at which the fault occurred. If it is not, the FIRNY number of sub-realms, some of which may contain sub-
must be configured with a FD to get the packet to reach tReb-realms, etc. Thus we must revise P1 and P2:

PFH; this FD is placed in a new PFRI header (which flags B Each node knows the identity and internal connectivity
packet is being in the midst of path fault handling), which is ¢ a1 interior and border channelsof every realm that
“pushed” (prepended) onto the packet, which is then foredrd contains the node.

to the PFH, where the temporary header is popped off ag¥8. £ach node knows the complete top-level inter-reaim

by the PFH. . , topology, i.e. the identities and connectivity of all chan-
When a PFH receives a “path fault” packet from a faulting  ,os that are not interior to any realm.

node, it can resolve the fault in any of several ways. It might

for example, determine a path from the faulting FN to the The possibility of different amounts of hierarchy in diféert
target egress channel. In this case, it constructs a FD aRél PpParts of the network complicates the propagation of topplog
header containing the “gap-filling” intra-realm segmend arinformation needed to achieve these properties. In therigesc
pushes it on the packet, followed by another header conginition above, border nodes need only consider whether a channe
the reverse of the FD just popped. The packet is forward€tPsses a realm boundary or not to determine what informa-
back to the FN where the fault occurred, the outer headén to include in advertisements sent over that channel. In
is popped, and then the packet is forwarded to the egréticular, advertisements sent over a border channehizont
channel, where the gap-filling header is popped, and thegpacknly the border channels of the originating realm(plus an
continues on its merry way. This approach is inefficient, bifdication of whether transit service is offered among them
allows the PFH to direct the faulting node ¢tachethe gap- Advertisementseceivedover a border channel can likewise be

filling header (including any motivation information reced assumed to contain only inter-realm channels. Howeveh wit

to get the packet through the realm). different levels of nesting in different places, this is noder
The alternative approach is to push onto the packet a p#te. Fig. 4 shows an example.

from the PFH directly to the target egress channel. The packeln the figure, nodes are indicated by shaded circles (and

is not returned to the faulting FN, and no cache entry ibeled for convenience with lower-case Greek lettertipsas



with levels > k reachable from that node via channels
B g g\D with levels less thark.
3) An incoming topology advertisement with levélds
forwarded over a channel with levél#f and only if
k>l

Together, these rules define the way topology information
is aggregated by the border nodes of nested realms. The
result is a set of hierarchical, location-specific abstoast

of the network, along the lines of Alaettinoglusewserver
hierarchy [2]. (In other research, we have shown how such
a hierarchy can be builvithout node addresses [13].) An
grample is shown in Fig. 5. The advertisements originated ov

Fig. 4. Unbalanced nesting of realms

denote realm boundariésConsider nodes, which will receive
an advertisement from nodeover channel. According to the
algorithm given above, that message will list two linksand
n. Sincen is a border channel, according to the algoritigm
should include it in the advertisement it emits over chann
q. However, n is actually completely contained within the

outer realm boundary crossed lpy therefore 3 should not 2 o 5 2

include it in the advertisement, bahouldinclude channep, aOp GO0+

which crosses the sanoaiter realm boundary ag. Similarly,

« should emit an advertisement overthat contains bottp éL g n 1o

andgq. a ¢ P
To achieve this, we first introduce a notion of tlewel of

a channel. In order to define channel level, we first define the

level of arealmto be the maximum depth of nesting within gO n qO n

that realm; that is, the maximum, over all nodes in the realm, 051 25t

of the number of realms (within in the original realm) that

contain the node. This corresponds to intuitive notionshef t Fig. 5. Selected advertisements for the topology of Fig. 4.

amount of hierarchy within a realm. (For example, the leyel o

the outermost realm in Fig. 4 is two.) Now we can define the ) _ ) o

level of a channeh at a nodey to be the maximum level of four of the links are shown scher_nancally, Wlth the adverts

all realms containing: whose boundary is crossed by For per/reaIm represented by a circle, and its border f:hannels

example, the level of both andgq in Fig. 4 is two, while the |nd|cateq by labeled edges; the Ievgl of each channel_ is fshow

levels of g andn are zero and one, respectively. Finally, w&€xt to it. The presence of a “T" in the message indicates

define the level of a topology advertisement to bertfieimum that transit service between the chan_nels is offered. Tlme_ tw

of all the levels of the channels it advertises. messages in the bottom half of the figure would be emitted
Because we expect that realm boundaries will be administf4St: followed eventually by the upper two. Note that the

tively determined and configured—especially for boundaates @dvertisements sent oveandg contain the same information,

higher levels in the hierarchy—we assume that nodes know i required.

levels of their attached channels, and include that inftiona

in each topology advertisement they send out. D. Hierarchical Locators

Observe that, if no advertisement messages are lost, a nodgjyen an arbitrary hierarchy of realms, we also need to
will see exactly two advertisements that mention each oeianlpnodify assumption P3. To that end, we introduce the notion
in its view of the topology—one emitted by each end of thgf g |ocator, which generalizes the role of the border channel
channel. We say a node’s view of the levekopology has i, p3, to indicate the location of the channel associateti wit
convergedwhen it has seen two advertisements (including particular EID in the topology. More precisely, a locator
those it originated) of each channel with level at mbst encodes a set of ingress paths that can be used to reach

We are now in a position to state the simple rules governing particular end-channel. Suppose, for concreteness in our
origination and forwarding of topology advertisementshe t giscussion, that the destination endpoint is a server progr
presence of arbitrary realm nesting. and there are three enclosing realms (corresponding to the

1) A node emits topology advertisements over links withost an OSPF area and the destinatioAutonomous System

levels greater tha: only after its view of the levek (AS)—refer to Fig. 6). A locator defines a set of sequences
topology has converged. of ingress channels of the enclosing realms. The locator

2) The topology advertisement originated by a node ovefA|B|C) then (D|E) then (F|G|H) then I” indicates that

a channel with level& contains exactly those channelghe endpoint resides in the (AS) realm identified by channel
IDs A, B, andC, the inner (OSPF) realm identified dy and
2A_Ithough realms_ and no_des play the same role in our model—bopl the host realm identified bF, G, and H, and finaIIy the
terminate and provide transit between channels—we use the ‘teode” .
here to denote an atomic entity with no discernable intertracture, like endpoint (EID) represented by channel IDBecause locators
a hardware FN. only specify a partial path, final path selection is delayetil u



packet forwarding time, and is made according to the pdiciserver repeats the process, adding the border channéts of
of the destination realm(s). realm, according to the policies of that realm. This corggu
until the top-level realm server is reached. The top-leeeVar
registers the complete locator with the EID in the global DHT
To resolve an EID to a locator, a source first sends a
resolution request to its local EID lookup server. If thedbc
server has an entry for the EID, it responds with the (local) |
cator(e.g., the EID itself). Otherwise, the local servewiards
the request to its parent server. This continues until tHe EI
is found or the global DHT is reached. If the EID is found in
the global DHT, the full locator is returned to the requestor
Host Realm (Note that requests are forwarded along preconfigured or sem
OSPe Ream / permanant paths among the infrastructure componentse whil
responses follow the reverse paths.)
Fig. 6.  An example locator specificatiofA|B|C) then (D|E) then A slight modification of the above approach allows the par-
(F|G|H) then[. ticular entry channels returned in the locator to be dynaliyic

adjusted by the destination realms, for example in response

Locators are context-dependent, in the following Sensg changing traffic conditions. The cost is a slightly longer
depending upon the location of a source, different resmisti reqoution path. Instead of storing the locator itself wite

of the locator will be appropriate. For a source located wvith EID, the EID-to-locator server binds the EID in its parent
the same (lowest-level) realm as the destination endpeigt,( server to a pointer titself. The parent does the same thing,
the ho_st reallm)., the EID is sufficient to determineapathclaot!yesumng in a downward chain of FDs from the top-level
endpoint. Within the same second-level realm (corresp@ndi(g|opal) service. Each EID-to-locator server keeps tratk o
to, say, an OSPF subarea), the ingress channels of the Iowggt conditions that determine the preferred ingress channe
level (host) realm and the endpoint are sufficient. A sourgg; jis reaim. A resolution request from outside the realm is
in a different second-level realm but within the same t0Rgwarded down through the chain to the local realm server,
level realm (corresponding to an Autonomous System) ne€gfiich chooses the ingress channels and sends them back to
to know the endpoints, first-level realm’s, and seconcleviig narent. Then, as the response follows the reverse path ba

realm’s ingress channels. Finally, a source in a differept t up the hierarchy, each server adds therent “best” set of
level realm needs the ingress channels of all three e”qosiﬂgress links for its realm to the locator.

realms and the EID. In each case, the EID-to-locator service
needs to return a locator with context-appropriate resmiut
Now we can modify P3 to deal with arbitrary levels o
hierarchy: So far we have assumed the participation of every node
P3a: There exists an EID-to-locator mapping service. Givein topology discovery and route selection. In general, this
the ID of any end-channel in the network, the servicis not necessary; it is sufficient for each node to know a
returns a locator for that EID, at the appropriate resotutigpath (forwarding directive) to a node that has the topology
for the requesting location. Every realm contains at leaistformation specified in P1a and P2a. We therefore introduce
one provider of this service, and every node in the realen hierarchy oftopology servers which participate in the
knows the identity of that provider. topology discovery algorithm on behalf of the nodes in each
We now describe a method by which an endpoint’s locatégalm. The topology server periodically emits announcemen
is constructed, and how a locator can be obtained for a givehits existence, including the level of the realm for which i
endpoint. Each realm provides an EID lookup server for thg responsible. These announcements are flooded throughout
purpose of constructing locators and mapping EIDs to lasatothe realm like topology advertisements, accumulating & pat
Each EID lookup server knows the path to its “parent” servéyia the accountability field) as they go. In this way, eacteo
(i.e. the server for the realm that contains it), and the path learns a path to the servers for each of its enclosing realms,
each of its “child” servers, for the realms it contains. Irgker and lower-level servers learn paths to those further up én th
realms, the service may be provided in a distributed fashidrerarchy.
e.g. through a DHT. Finally, there is a single global DHT EID Each node (end system or FN) is still required to send
lookup service at the top-most inter-realm level. out periodic topology advertisements; however, these amé s
When an endpoint first connects to the network, it is givedirectly to the local topology server instead of being fladbde
a forwarding directive and motivation token to contact the t throughout the enclosing realm. Each lower-level serventh
local EID lookup server for the innermost-containing realntreates the aggregated advertisements for its realm anid sen
The new endpoint informs that local server of its EID; thealoc them to the appropriate higher-level server. This redubes t
server then sends the Eibgether with the appropriate border overhead of flooding, at the cost of having a dedicated server
channels of the local realno its parent server. The parentfor the realm, and requiring an additional communication

Endpoint
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step (requesting topology information from the serverpbef

|
. — |1
sending a packet. | @ 2l h g
A similar arrangement applies to tmeute selectiorfunc- ! Sl o
-

tion. Users that do not need the ability to apply their own
policies to select routes may delegate the taskrtute server .
They need only be configured with an FD that allows the to library 0s

reach the route server. _ _
Fig. 7. Implementation structure

V. ADDITIONAL CONSIDERATIONS
This section briefly discusses some miscellaneous aspects

of the approach. The question remains, however: what happens to a packet
) when it is received over the final channel in its FD? If it is
A. Caching for Performance an end-channel, the PFRI layer’s work is done. Otherwise—an

Decomposing the network layer into a set of cooperagxample would be the case of a gap-filling FD pushed onto the
ing services (i.e., forwarding, topology discovery, patlulf packet by a path fault handler—the packet must be processed
handlers, route selection, etc.) is key to the separation f the receiving PFRI module. The PFRI header therefore
mechanism from policy in our approach. However, this deontains a small type field that allows to determine which
composition raises some issues with respect to performancentrol or signaling function is or should be applied to the
Although the goal is to support single-packet exchanges irpacket. Note that this field is usenhly to distinguish among
single round trip, the number of distinct, possibly digitdd network layer functions such as topology discovery, flogdin
entities potentially involved in forwarding a single patkeinfrastructure server announcements, path fault handéig
is a potential cause for concern. The obvious answer The PFRI header containm® information about any higher-
that caching will play a crucial role in attaining adequatelevel protocol used by the application; this is an intergion
performance. We have already discussed caching in regdesbsign decision, to prevent the infrastructure from bagisig
to path fault handler. In addition we expect that nodes wilfeatment of the packet on (implicit) assumptions about the
cache any information obtained from dedicated infrastmgct application’s needs, rather than explicit requests, pledivia
such as the topology service, the EID-to-locatorserviceny the motivation and knobs fields.
route service. Given that the information obtained fromséhe
services is likely to change slowly, we believe that cachinﬁ'
will be quite effective in reducing overhead. To join the network, a node establishes an access channel

We plan to make use ofphemeral statg6] for caching to a forwarding node. It then needs to obtain the basic
wherever appropriate. Information stored in an epheméaité s information required to enable it to communicate with the
cache persists for a relatively short, fixed duration beforeinfrastructure. This information comprises at least thé fo
automatically disappears. A cached entry cannot be deleteding: (i) a path to the local topology server; (ii) a path
early nor can its lifetime be extended. As a result, the arnoun the local EID-to-locatorservice; (iii) a path to one or
of state consumed by cached entries can be predicted amore inter-realm route selection or brokering serviceg) (i
bounded. Moreover, there is no management overhead. paths to any other higher-level resolution infrastruct{DélS

) _ ] analogues) as discussed in Section Ill. (For each of these
B. Multiplexing and Higher-Level Protocols paths, accompanying motivation credentials are also redyi

So far we have not mentioned layering or upper-levénce this information is obtained, the node can obtain what
protocol processing, and have even implied that the entlpoinneeds from the infrastructure to communicate with other
itself is responsible for constructing the PFRI header amuhdpoints. The simplest way to obtain this information is
prepending it to the packet. This is because PFRI is designedo get it from the forwarding node on the other end of the
minimize assumptions about how systems and even protocatsess connection. However, there are two reasons this may
are structured, and to be strictly agnostic about the potgocnot be feasible. First, a FN—a dumb device that does nothing
being used above and below it. In practice, PFRI will bbut forward packets—may not have some of it. Second, the
implemented in some combination of library and operatingervice provider may wish to exercise control over which
system modules. Fig. 7 shows one possible arrangement: ithfeastructure components the joining node uses. Therdfor
upper-layer protocols and per-endpoint portion of the PFIRN may be configured to provide a single path to a joining
implementation are accessed as libraries, while the restmafde, namely the path to laoot server The boot server, in
PFRI—viz., the part that multiplexes packets over #oeess turn provides all the information needed by the joining node
channelz—is contained in the operating system. Becauge bootstrap its communication.

PFRI is agnostic about the nature of the entities in between
channels, various other configurations are possible. Famex

ple, in a large “server farm”, the laseverallinks might be As noted in the Introduction, the PFRI design draws on
inside a cluster of machines. many sources. Here we trace a little bit of this heritage; a

Bootstrapping: Joining the Network
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more comprehensive listing may be found in [4]. We notérmly entrenched. The canonical example of this problem is
that what sets PFRI apart from many of its predecessors is tifecourse IPv4 and IPv6.
context in which it is intended to operate, that is, the isin Many of the techniques used in our design are not new,
of motivation, accountability and other mechanisms. having been proposed and even implemented in other contexts
PFRI has much in common with the Nimrod routing arHowever, the Postmodern Internet Architecture project is
chitecture [7] in terms of both goals and methods. Nindriven by the notion of starting with a clean slate while kegp
rod aimed to support service-specific user-directed rgutinn mind what has been learned in the past three decades. The
mobility, and scalability. It used loose source routing dzhs hope is that ideas can combined and leveraged in a novel
on hierarchical topology maps. The New Internet Routingay to create an architecture that cleanly separates policy
Architecture (NIRA) [16] also includes mechanisms to suppofrom mechanism, allowing tussles to be resolved outside the
source selection of transit routes. In addition, packetsycaforwarding plane.
information enabling providers to charge for transit sesvi
(like our motivation). PFRI differs from both of these in ide
tifying channels instead of nodes, and in avoiding hiereath ~ This work was supported by the U.S. National Science
identifiers altogether. Foundation under grants CNS-0626918 and CNS-0435272.
Recent work on Routing on Flat Labels (ROFL) [8] investiT he authors are greatful to Bobby Bhattacharjee, Neil $prin
gates the feasibilty of routing without the use of hieracehi James Sterbenz, and Onur ASCIg" for useful conversations.
topology-based addresses, and concludes that it may not bEngy should not be assumed to concur with anything in this
completely crazy idea. The approach presented here differgoaper. Errors, omissions, and silly notions are the respibns
several respects, including the resolution of an identtfiea ity of the first author.
location in the topology, and the emphasis on source routing
The Forwarding and Control Element Separation (FORCES _ _
working group of the IETF [1] defines protocols for decom-! Z?;gfim\l’vork'”g Group. hitp:/www.ietf.org/html.chers/forces-
posing the data plane and control plane functionalitiesrof aj2] cengiz Alaettinoglu and A. Udaya Shankar. The Viewsetirarchy
IP router. That effort does not seem to have considered the for Interdomain Routing: Protocols and EvaluatiolEEE Journal of

. . . Selected Areas in Communicatioris8(8):1396-1410, 1995.
problem of begging the question, as its protocols all rurr OVE3) 1. Balakrishnan, K. Lakshminaraygn)an’ S. Ratnasamy, Sniir,

IP. |. Stoica, and M. Walfish. A Layered Naming Architecture foeth
Internet. InProceedings of ACM SIGCOMM 2004, Portland, Oregon
VII. CONCLUSIONS [4] B. Bhattacharjee, K. Calvert, J. Griffioen, N. Spring,dad. P. G.
. . . . Sterbenz. Postmodern internetwork architecture, 2006hriieal Report
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on the use of channels as the primary abstraction, using [3 K. Calvert. Reflections on Network Architecture: an AetiNetwork
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enough to build a network that we ourselves prefer to use. gg:zcm SIGCOMM 2002, Pittsburgh, USAages 347-356, August

Toward that end, our intent is to build a system that SUppofi®] p. D. Clark. The design philosophy of the DARPA interqebtocols.

the “right” variety of options in terms of both mechanism and  In Proceedings ACM SIGCOMM 1988, Stanford, U$Ages 106-114,
; August 1988.

pOIICY' . . . ... [12] V. Jacobson. Compressing tcp/ip headers for low-speeilslinks.
It is not entirely obvious that a high degree of flexibil- RFC 1144, February 1990.

ity should be a primary goal of the architecture, especiaﬁZ} J. Moy-.OSEF Veésilon 2. RIZC 23(»32%_3&_April 199k8- it
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