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Abstract

There are sone situations in which nmultiplexing a nunber of small
packets into a bigger one is desirable. For exanple, a nunber of
smal | packets can be sent together between a pair of machines if they
share a conmon network path. Thus, the traffic profile can be
shifted fromsnall to |arger packets, reducing the network overhead
and the nunber of packets per second to be nmanaged by internedi ate
routers.

Thi s docunent describes Sinplenux, a protocol able to encapsul ate a
nunber of packets belonging to different protocols into a single
packet. It includes the "Protocol"” field on each multiplexing
header, thus allow ng the inclusion of a nunber of packets bel ongi ng
to different protocols on a packet of another protocol.

The size of the multiplexing headers is kept very low (it nmay be a
single byte when nultiplexing small packets) in order to reduce the
over head.

Status of This Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engi neering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on July 9, 2015.
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1. I ntroducti on

Thi s docunent describes Sinplenux, a protocol able to encapsul ate a
nunber of packets belonging to different protocols into a single
packet. This can be useful e.g. for grouping small packets and thus
reduci ng the nunber of packets per second in a network.

This proposal attenpts to be general, nmeaning that it can be used for
mul ti pl exi ng packets belonging to a generic protocol on a single
packet belonging to other (or the sane) protocol). Thus, we wll
tal k about the "multipl exed" protocol, and the "nultipl exi ng"
protocol. The "external header” will be the one of the

“mul tiplexing" protocol (see the figure (Figure 1)).
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| Ext er nal Header |

o e e e e e e e +
Figure 1
For exanple, if a nunber of |Pv6 packets have to travel over an |Pv4
network, they can be nultiplexed into a single |IPv4 packet. 1In this
case, IPv4d is the "multiplexing" protocol and IPv6 is the
"mul ti pl exed" protocol. The IPv4 header is called in this case the
"external header". The schenme of this packet woul d be:

| 1 Pv4 hdr|| Snmux hdr |1 Pv6 packet|| Smux hdr| | Pv6 packet|| ...|
1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

1.2. Existing nultiplexing protocols

Different multiplexing protocols have been approved by the IETF in
t he past:

o TMix [ RFC1692]

TMux is able to conbine multiple short transport segnents,

i ndependent of application type, and send them between a server and
host pair. As stated in the reference, "The TMux protocol is
intended to optimze the transm ssion of |arge nunbers of small data
packets. In particular, communication load is not neasured only in
bits per seconds but also in packets per seconds, and in many
situation the latter is the true performance |imt, not the forner.
The proposed multiplexing is aimed at alleviating this situation.”

A TMux message appears as:
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| 1P hdr|| TMux hdr| Transport segnent|| TMux hdr| Transport segnent]||...|

So the Transport Segnment is not an | P packet, since it does not
i nclude the I P header.

TMux wor ks "between a server and host pair", so it nmultiplexes a
nunber of segnments between the sane pair of nmachines. However, there
are scenari os where a nunber of |lowefficiency flows share a conmmon
pat h, but they are not sent between the sane pair of nachines.

o PPPMux [ RFC3153]

PPPMux "sends mnultiple PPP encapsul ated packets in a single PPP
frame. As a result, the PPP overhead per packet is reduced." Thus,
it is able to nultiplex conplete |IP packets, using separators.

However, the use of PPPMux requires the use of PPP and L2TP in order
to multiplex a nunber of packets together, as done in TCRTP
[ RFC4170] . However, this introduces nore overhead and conplexity.

An | P packet including a nunber of them using PPPMux appears as:
| I P hdr| L2TP hdr| PPP hdr || PPPMux hdr | packet || PPPMux hdr| packet||...|

The schene proposed by PPPMux is simlar to the Conpound-Franes of
PPP LCP Extensions [RFC1570]. The key differences are that PPPMux is
nore efficient and that it allows concatenation of variable sized
franes.

* k% *

The definition of a protocol able to nultiplex conplete packets,
avoi di ng the need of other protocols as PPP is seen as convenient.
The mul ti pl exed packets can be of any kind, since the "Protocol"”
field can be added for each of them Not all the packets nultipl exed
in the sanme one have to belong to the sane protocol. The general
scheme of Sinplenux is:

| external hdr|]| Si npl emux hdr| packet || Si npl emux hdr | packet|]...|

The Si npl emux header includes the "Protocol" field, so it permts the
mul ti pl exing of different kinds of packets in the same bundl e.

W will also refer to the Sinplenmux header with the terns
"separator”, "Sinplemux separator” or "mux separator”.

When applied to | P packets, the schene of a nmultipl exed packet
becones:
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| 1P hdr|]| Sinplemux hdr|lP packet]||Si npl enux hdr || P packet]|]...]
1.3. Benefits of nultiplexing
The benefits of multiplexing are:

- Tunneling a nunber of packets together. |[If a nunber of packets
have to be tunnel ed through a network segnment, they can be

mul ti pl exed and then sent together using a single external header.
This will avoid the need for adding a tunneling header to each of the
packets, thus reducing the overhead.

- Reduction of the ambunt of packets per second in the network. It
is desirable for two main reasons: first, network equi pnent has a
[imtation in ternms of the nunber of packets per second it can
manage, i.e. many devices are not able to send small packets back to
back due to processing del ay.

- Bandwi dth reduction. The presence of high rates of tiny packets
translate into an inefficient usage of network resources, so there is
a need for mechani sns able to reduce the overhead introduced by | ow
efficiency flows. When conbined with header conpression, as done in
TCRTP [ RFC4170] mul ti pl exi ng may produce significant bandw dth

savi ngs, which are interesting for network operators, since they nmay
alleviate the traffic load in their networks.

- Energy savings: a | ower anount of bandw dth packets per second will
reduce energy consunption in network equi pnent since, according to
[Bolla], internal packet processing engines and switching fabric
require 60% and 18% of the power consunption of high-end routers
respectively. Thus, reducing the nunber of packets to be managed and
switched will reduce the overall energy consunption. The

nmeasur enent s depl oyed i n [ Chabarek] on comercial routers corroborate
this: a study using different packet sizes was presented, and the
tests with big packets showed that energy consunption gets reduced,
since a non-negligi ble ambunt of energy is associated to header
processi ng tasks, and not only to the sending of the packet itself.

2. Description of the scenario

Si npl enux wor ks between a pair of nmachines. It creates a tunnel

bet ween the ingress and the egress. They MAY be the endpoints of the
conmuni cation, but they MAY al so be m ddl eboxes able to nultipl ex
packets belonging to different flows. Different nechani sns MAY be
used in order to classify flows according to sone criteria (sharing a
common path, kind of service, etc.) and to select the flows to be

mul ti pl exed and sent to the egress (see Figure 2).
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Figure 2
3. Protocol description
A Si npl enux packet consists of:

- An external header which is used as the tunneling header for the
whol e packet.

- A series of pairs "Sinplenux header"” + "packet"

This is the schenme of a Sinplenux packet:

| external hdr| | Smux hdr| packet || Snux hdr| packet]|]|.. .|

The Si npl enmux header has two different forns: one for the First

Si npl emux header, and anot her one for the rest of the Sinplenux
headers (Non-first Sinplenux headers).

o First Sinplenmux header (before the first multiplexed packet):

| Protocol (8 bits)|SPB(1 bit)| LXT(1 bit) | length (6 or 14 bits) |

- Protocol (8 bits) is the Protocol field of the nultiplexed packet,
according to | ANA "Assigned Internet Protocol Nunbers".

- Single Protocol Bit (SPB, one bit) only appears in the first

Si npl emux header. It is set to 1 if all the nultiplexed packets
bel ong to the sane protocol (in this case, the "Protocol"” field wll
only appear in the first Sinplemux header). It is set to 0 when each

packet MAY belong to a different protocol

- Length Extension (LXT, one bit) is O if the length of the first
packet can be expressed in 6 bits, and 1 in other case.

- Length (LEN, 6 or 14 bits): This is the length of the nultipl exed

packet in bytes not including the length field. |If the length of the
mul ti pl exed packet is |less than 64 bytes (less than or equal to 63
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bytes), LXT is set to O and the 6 bits of the Iength field are the

l ength of the nultiplexed packet. |If the Iength of the multipl exed
packet is greater than 63 bytes, LXT is set to 1 and the 14 bits of
the length field are the length of the nultipl exed packet. The
maxi mum | ength of a nultipl exed packet is 16,383 bytes. Packets

| arger than 16,383 bytes will need to be sent in their native form
A Sinplenux ingress is not required to nultiplex all packets smaller
than 16, 383 bytes. It nmay choose to only nmultiplex packets smaller
than a configurable size into a Sinplemux nultiplexed packet.

As an exanple, a First Sinplenux header before a packet smaller than
64 bytes would be 16 bits | ong:

0 1
0123456789012345
T i I S S S S T T S S e
I | S| L I

| Pr ot ocol | Pl X] Length
| (8 bits) | B| T| (6 bits) |
N T Y S N Y S Y S W T N R NI R

LXT = 0
Figure 3

And a First Sinplenmux header before a packet bigger than 63 bytes
woul d be 24 bits | ong:

0 1 2
012345678901234567890123
i S S e s i i S SR S
I | S| L| I
| Pr ot ocol | Pl X Lengt h |
| (8 bits) | Bl T| (14 bits) |
T i R i m s i e e e
LXT = 1
Figure 4
0 Subsequent (Non-first) Sinplenmux headers (before the other
packet s) :
| Protocol (8 bits, optional) |LXT(1 bit) | length (7 or 15 bits) |

- Protocol (8 bits) is the Protocol field of the nultiplexed packet,
according to | ANA "Assigned Internet Protocol Nunbers". It only
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appears in Non-first headers if the Single Protocol Bit (SPB) of the
First Sinplenux header is set to 1

- Length Extension (LXT, one bit) is O if the length of the first
packet can be expressed in 7 bits, and 1 in other case.

- Length (LEN, 7 or 15 bits): This is the Iength of the multipl exed
packet in bytes not including the length field. |[If the length of the
mul ti pl exed packet is |ess than 128 bytes (less than or equal to 127
bytes), LXT is set to 0 and the 7 bits of the length field represent
the Iength of the multiplexed packet. |If the Iength of the

mul ti pl exed packet is greater than 127 bytes, LXT is set to 1 and the
15 bits of the length field are the length of the multiplexed packet.
The maxi mum |l ength of a nmultiplexed packet is 32,768 bytes. Packets
| arger than 32,768 bytes will need to be sent in their native form
However, this will have to be reduced to 16, 383 bytes taking into
account that the maxi num size of the First header is 14 bits. A

Si npl emux ingress is not required to nmultiplex all packets smaller
than 32,768 bytes. It may choose to only nmultiplex packets smaller
than a configurable size into a Sinplemux nultiplexed packet.

As an exanple, a Non-first Sinplenux header before a packet snaller
than 128 bytes, when the protocol bit has been set to O in the first
header, would be 8 bits | ong:

0
01234567
+- - - - - - - -+
| L| |
| X| Lengt h |
| T| (7 bits) |
i St S

LXT
SPB

0
O in the first header

Figure 5
A Non-first Sinplemux header before a packet bigger than 127 bytes,

when the protocol bit has been set to O in the first header, would be
16 bits | ong:
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0 1
0123456789012345
B i it i R e S e e e o ol
| L| I
| X] Length |
| T (15 bits) |
i sl S S S

LXT
SPB

1
O in the first header

Figure 6

A Non-first Sinplemux header before a packet smaller than 128 bytes,
when the protocol bit has been set to 1 in the first header, would be
16 bits I ong:

0 1
0123456789012345

T S
I | L I
| Pr ot ocol | X| Lengt h |
| (8 bits) | T| (7 bits)
i T S I

LXT = 0

SPB =1 in the first header

Figure 7

And a Non-first Sinplenux header before a packet bigger than 127
byt es, when the protocol bit has been set to 1 in the first header,
woul d be 24 bits | ong:

0 1 2
012345678901234567890123

T A i o i I i i S S
I | L| I
| Pr ot ocol | X| Lengt h |
| (8 bits) | T (15 bits) |
R i i R e e e R il o S S e R TR e S e o e i
LXT =1
SPB =1 in the first header

Figure 8

These woul d be sone exanpl es of the whol e bundl es:
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Case 1. Al the packets belong to the sane protocol: The first
Si npl emux header would be 2 or 3 bytes, and the other Sinplenux
headers would be 1 or 2 bytes. For small packets (< 128 bytes), the
Si npl emux header would only require one byte.
| ext hdr|| Protocol|0|O|len|pkt|]|O]len|pkt||1len]|pkt]]...]
% % %
(6bits) (7bits) (15bi ts)
| ext hdr||Protocol|O|1]|len|pkt|]|O]len|pkt]||1]len]|pkt]]...]
| | |
% % %
(14bits) (7bits) (15bi ts)
Figure 9
Case 2: Each packet may belong to a different protocol: Al the
Si nmpl emux headers woul d be 2 or 3 bytes.
| ext hdr||Prot| 1] O|len|pkt||Prot|O]|len|pkt||Prot]|l]|len|pkt|]...]
| | |
% % %
(6bits) (7bits) (15bi ts)
| ext hdr||Prot| 1] 1|len|pkt||Prot|O|len|pkt||Prot]|l]|len|pkt|]...]
| | |
% % %
(14bits) (7bits) (15bi ts)
Fi gure 10
4. Acknow edgenents
5. | ANA Consi derations
A protocol nunber should be requested to I ANA for Sinpl enux.
As a provisional solution for IP networks, the ingress and the egress

optim zers may agree on a UDP port, and use |IP/UDP as the
mul ti pl exi ng protocol.
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