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Abst r act

A link indication represents information provided by the link |ayer
to higher layers regarding the state of the link. This docunent
describes the role of link indications within the Internet
architecture. Wile the judicious use of link indications can
provi de performance benefits, inappropriate use can degrade both
robust ness and performance. This docunent summarizes current
proposal s, describes the architectural issues, and provi des exanples
of appropriate and i nappropriate uses of |ink indications.
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1.1.

1.2

| AB

I ntroduction

A link indication represents information provided by the link |ayer
to higher layers regarding the state of the link. Wile the
judicious use of link indications can provide performance benefits,
i nappropriate use can degrade both robustness and performance.

Thi s docunent summarizes the current understandi ng of the role of
link indications within the Internet architecture, and provides
advi ce to docunent authors about the appropriate use of l|ink
indications within the Internet, transport, and application |ayers.

Section 1 describes the history of link indication usage within the
Internet architecture and provides a nodel for the utilization of
link indications. Section 2 describes the architectura

consi derations and provi des advice to docunent authors. Section 3
descri bes reconmendations and future work. Appendix A summarizes the
literature on link indications, focusing largely on wirel ess Loca
Area Networks (W.ANSs).

Requi renment s

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Ter i nol ogy

Access Point (AP)
A station that provides access to the fixed network (e.g., an
802. 11 Distribution Systen), via the wireless nedium (W for
associ ated stations.

Asymretric
Alink with transm ssion characteristics that are different
dependi ng upon the relative position or design characteristics
of the transnitter and the receiver is said to be asymmetric.
For instance, the range of one transmitter may be nuch higher
than the range of another transmitter on the same nedi um

Beacon
A control nessage broadcast by a station (typically an Access
Point), inform ng stations in the nei ghborhood of its continuing
presence, possibly along with additional status or configuration
i nformati on.
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Bi ndi ng Update (BU)
A nessage indicating a nobile node’s current nobility binding,
and in particular its Care-of Address.

Cor respondent Node
A peer node with which a nobile node is communicating. The
correspondent node may be either nobile or stationary.

Li nk
A communi cation facility or medi um over which nodes can
communi cate at the link layer, i.e., the layer inmediately bel ow
the Internet Protocol (IP)

Li nk Down
An event provided by the link layer that signifies a state
change associated with the interface no | onger being capabl e of
communi cating data franes; transient periods of high frane |oss
are not sufficient.

Li nk I ndi cation
Information provided by the link layer to higher |ayers
regarding the state of the link.

Li nk Layer
Conceptual |ayer of control or processing logic that is
responsi bl e for maintaining control of the link. The link Iayer
functions provide an interface between the higher-layer |ogic
and the link. The link layer is the layer imediately bel ow the
Internet Protocol (IP)

Li nk Up
An event provided by the link layer that signifies a state
change associated with the interface becom ng capabl e of
communi cati ng data franes.

Maxi nrum Segnent Size (MSS)
The maxi num payl oad size available to the transport |ayer

Maxi mum Transni ssion Unit (MIU)
The size in octets of the largest |IP packet, including the IP
header and payl oad, that can be transmtted on a |ink or path.

Mobi | e Node
A node that can change its point of attachment fromone link to
another, while still being reachable via its honme address.
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Qper abl e Address
A static or dynam cally assigned address that has not been
rel i nqui shed and has not expired.

Poi nt of Attachnent
The endpoint on the link to which the host is currently
connect ed.

Rout abl e Address
Any | P address for which routers will forward packets. This
i ncludes private addresses as specified in "Address All ocation
for Private Internets" [RFC1918].

Station (STA)
Any device that contains an | EEE 802. 11 conformant medi um access
control (MAC) and physical layer (PHY) interface to the wireless
medi um (VW) .

Strong End System Model
The Strong End System nodel enphasizes the host/router
distinction, tending to nodel a nulti-honed host as a set of
| ogi cal hosts within the sanme physical host. In the Strong End
System nodel , addresses refer to an interface, rather than to
the host to which they attach. As a result, packets sent on an
out goi ng interface have a source address configured on that
interface, and inconi ng packets whose destination address does
not correspond to the physical interface through which it is
received are silently discarded.

Weak End System Mbde
In the Weak End System nodel, addresses refer to a host. As a
result, packets sent on an outgoing interface need not
necessarily have a source address configured on that interface,
and i ncom ng packets whose destination address does not
correspond to the physical interface through which it is
recei ved are accepted.

1.3. Overview

The use of link indications within the Internet architecture has a
long history. 1In response to an attenpt to send to a host that was
off-line, the ARPANET |ink |ayer protocol provided a "Destination
Dead" indication, described in "Fault |solation and Recovery"

[ RFC816]. The ARPANET packet radi o experinment [PRNET] incorporated
frane loss in the calculation of routing nmetrics, a precursor to nore
recent |ink-aware routing netrics such as Expected Transm ssion Count
(ETX), described in "A Hi gh-Throughput Path Metric for Milti-Hop
Wrel ess Routing" [ETX].
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"Routing Information Protocol" [RFCL058] defined RIP, which is
descended fromthe Xerox Network Systens (XNS) Routing Information
Protocol. "The OSPF Specification" [RFC1131] defined Open Shortest
Path First, which uses Link State Advertisenents (LSAs) in order to
flood information relating to link status within an OSPF area.

[ RFC2328] defines version 2 of OSPF. While these and other routing
protocols can utilize "Link Up" and "Link Down" indications provided
by those links that support them they also can detect link |oss
based on |l oss of routing packets. As noted in "Requirenments for IP
Version 4 Routers" [RFC1812]:

It is crucial that routers have workabl e mechani sns for deternining
that their network connections are functioning properly. Failure to
detect link loss, or failure to take the proper actions when a
problemis detected, can lead to bl ack hol es.

Attempts have al so been nade to define link indications other than
"Link Up" and "Link Down". "Dynanically Sw tched Link Contro
Protocol " [ RFC1307] defines an experinental protocol for control of
links, incorporating "Down", "Coning Up", "Up", "Going Down", "Bring
Down", and "Bring Up" states.

"A Ceneralized Mddel for Link Layer Triggers"” [GenTrig] defines
"generic triggers", including "Link Up", "Link Down", "Link Going
Down", "Link Going Up", "Link Quality Crosses Threshol d", "Trigger
Rol | back", and "Better Signal Quality AP Available". |EEE 802.21
[ I EEE- 802. 21] defines a Media | ndependent Handover Event Service
(MHES) that provides event reporting relating to link
characteristics, link status, and link quality. Events defined

i nclude "Link Down", "Link Up", "Link Going Down", "Link Signa
Strength", and "Link Signal/Noise Ratio"

Under ideal conditions, links in the "up" state experience |ow frane
loss in both directions and are inmmediately ready to send and receive
data franmes; links in the "down" state are unsuitable for sending and

receiving data frames in either direction

Unfortunately, links frequently exhibit non-ideal behavior. Wred
links may fail in half-duplex node, or exhibit partial inpairnent
resulting in internmediate |l oss rates. Wreless |links may exhibit
asymmetry, intermttent franme | oss, or rapid changes in throughput
due to interference or signal fading. 1In both wired and w rel ess
links, the link state may rapidly flap between the "up" and "down"
states. This real-world behavior presents challenges to the
integration of link indications with the Internet, transport, and
application |ayers.
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1. 4.

| AB

Layered I ndi cati on Model

A layered indication nodel is shown in Figure 1 that includes both
internally generated link indications (such as link state and rate)
and indications arising fromexternal interactions such as path
change detection. In this nodel, it is assunmed that the Iink | ayer
provides indications to higher layers primarily in the form of
abstract indications that are |ink-technol ogy agnostic.
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1.4.1. Internet Layer

One of the functions of the Internet layer is to shield higher |ayers
fromthe specifics of Iink behavior. As a result, the Internet |ayer
validates and filters link indications and sel ects outgoi ng and

i ncom ng interfaces based on routing netrics.

The Internet |ayer conposes its routing table based on information
avail able fromlocal interfaces as well as potentially by taking into
account information provided by routers. This enables the state of
the local routing table to reflect Iink conditions on both I ocal and
renote |links. For exanple, prefixes to be added or renbved fromthe
routing table nmay be deternined from Dynam ¢ Host Configuration

Prot ocol (DHCP) [RFC2131][ RFC3315], Router Advertisenents

[ RFC1256] [ RFC2461], redirect messages, or route updates incorporating
information on the state of links multiple hops away.

As described in "Packetization Layer Path MIU D scovery" [RFC4821],
the Internet layer nay naintain a path infornmation cache, enabling
sharing of Path MIU i nformati on between concurrent or subsequent
connections. The shared cache is accessed and updated by
packetization protocols inplenmenting packetization |ayer Path MU
Di scovery.

The Internet layer also utilizes link indications in order to
optinm ze aspects of Internet Protocol (IP) configuration and
mobility. After receipt of a "Link Up" indication, hosts validate
potential I|IP configurations by Detecting Network Attachnment (DNA)

[ RFC4436]. Once the IP configuration is confirmed, it may be
determ ned that an address change has occurred. However, "Link Up"
i ndi cations may not necessarily result in a change to Internet |ayer
configuration.

In "Detecting Network Attachment in | Pv4" [ RFC4436], after receipt of
a "Link Up" indication, potential |IP configurations are validated
using a bidirectional reachability test. |In "Detecting Network
Attachnent in I Pv6 Networks (DNAv6)" [DNAv6], |IP configuration is
val i dated using reachability detection and Router

Solicitation/ Advertisenent.

The routing sub-layer may utilize link indications in order to enable
nore rapid response to changes in link state and effective
throughput. Link rate is often used in conputing routing netrics.
However, in wired networks the transmi ssion rate may be negotiated in
order to enhance energy efficiency [EfficientEthernet]. In wreless
networ ks, the negotiated rate and Franme Error Rate (FER) may change
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with link conditions so that effective throughput nmay vary on a
packet - by- packet basis. In such situations, routing netrics may al so
exhi bit rapid variation.

Routing netrics incorporating link indications such as Link Up/ Down
and effective throughput enable routers to take link conditions into
account for the purposes of route selection. |If a link experiences
decreased rate or high frame loss, the route nmetric will increase for
the prefixes that it serves, encouraging use of alternate paths if
avail able. Wen the link condition inproves, the route netric wll
decrease, encouraging use of the link

Wthin Wak End Systeminpl enentations, changes in routing netrics
and link state may result in a change in the outgoing interface for
one or nore transport connections. Routes may also be added or

wi thdrawn, resulting in |l oss or gain of peer connectivity. However,
I'ink indications such as changes in transm ssion rate or frame |oss
do not necessarily result in a change of outgoing interface.

The Internet |ayer nay al so becone aware of path changes by ot her
mechani sms, such as receipt of updates froma routing protocol
recei pt of a Router Advertisenment, dead gateway detection [RFC816] or
networ k unreachability detection [ RFC2461], ICWP redirects, or a
change in the IPv4 TTL (Tine to Live)/IPv6 Hop Limt of received
packets. A change in the outgoing interface may in turn influence
the nmobility sub-layer, causing a change in the inconming interface.
The mobility sub-layer rmay al so becone aware of a change in the
incomng interface of a peer (via receipt of a Mdbile IP Binding
Update [ RFC3775]).

1.4.2. Transport Layer

The transport |ayer processes received link indications differently
for the purposes of transport paraneter estimation and connection
nmanagenent .

For the purposes of paranmeter estination, the transport layer is
primarily interested in path properties that inpact perfornmance, and
where link indications may be determined to be relevant to path
properties they may be utilized directly. Link indications such as
"Link Up"/"Link Down" or changes in rate, delay, and frane | oss may
prove relevant. This will not always be the case, however; where the
bandwi dth of the bottl eneck on the end-to-end path is already nuch

| ower than the transnission rate, an increase in transm ssion rate
may not materially affect path properties. As described in Appendix
A.3, the algorithms for utilizing link layer indications to inprove
transport paraneter estimates are still under devel opnent.
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Strict layering considerations do not apply in transport path
paraneter estimation in order to enable the transport |ayer to nake
use of all available information. For exanple, the transport |ayer
may determine that a link indication cane froma |link fornming part of
a path of one or nore connections. 1In this case, it may utilize the
recei pt of a "Link Down" indication foll owed by a subsequent "Link
Up" indication to infer the possibility of non-congestive packet |oss
during the period between the indications, even if the IP
configurati on does not change as a result, so that no Internet |ayer

i ndi cati on woul d be sent.

The transport layer may also find Internet |ayer indications usefu
for path paraneter estimation. For exanple, path change indications
can be used as a signal to reset path paraneter estinmates. Wiere
there is no default route, [oss of segments sent to a destination

| acking a prefix in the local routing table may be assumed to be due
to causes other than congestion, regardl ess of the reason for the
renoval (either because local link conditions caused it to be renoved
or because the route was withdrawn by a renote router).

For the purposes of connection managenent, |ayering considerations
are inmportant. The transport |ayer may tear down a connection based
on Internet layer indications (such as a endpoint address changes),
but does not take link indications into account. Just as a "Link Up"
event may not result in a configuration change, and a configuration
change may not result in connection teardown, the transport |ayer
does not tear down connections on receipt of a "Link Down"

i ndi cation, regardless of the cause. \Where the "Link Down"
indication results fromfrane |oss rather than an explicit exchange,
the indication nmay be transient, to be soon followed by a "Link Up"

i ndi cati on.

Even where the "Link Down" indication results froman explicit
exchange such as receipt of a Point-to-Point Protocol (PPP) Link
Control Protocol (LCP)-Terminate or an | EEE 802.11 Di sassoci ate or
Deaut henticate frane, an alternative point of attachnent may be
avai l abl e, allowi ng connectivity to be quickly restored. As a
result, robustness is best achieved by allow ng connections to remnain
up until an endpoi nt address changes, or the connection is torn down
due to lack of response to repeated retransni ssion attenpts.

For the purposes of connection managenent, the transport |ayer is
cautious with the use of Internet layer indications. Changes in the
routing table are not relevant for the purposes of connection
managenment, since it is desirable for connections to remain up during
transitory routing flaps. However, the transport |ayer may tear down
transport connections due to invalidation of a connection endpoint IP
address. \Where the connection has been established based on a Mbile
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| P hone address, a change in the Care-of Address need not result in
connection teardown, since the configuration change is nmasked by the
nmobility functionality within the Internet layer, and is therefore
transparent to the transport |ayer.

"Requirenents for Internet Hosts -- Conmunication Layers" [RFCl1122],
Section 2.4, requires Destination Unreachabl e, Source Quench, Echo
Reply, Tinmestanp Reply, and Tinme Exceeded | CMP nessages to be passed
up to the transport layer. [RFC1122], Section 4.2.3.9, requires
Transm ssion Control Protocol (TCP) to react to an Internet Contro
Message Protocol (ICWMP) Source Quench by slow ng transm ssion.

[ RFC1122], Section 4.2.3.9, distinguishes between | CVP nessages

i ndicating soft error conditions, which nust not cause TCP to abort a
connection, and hard error conditions, which should cause an abort.

| CMP nessages indicating soft error conditions include Destination
Unreachabl e codes O (Net), 1 (Host), and 5 (Source Route Fail ed),
which may result fromrouting transients; Tine Exceeded; and
Paraneter Problem | CMP nessages indicating hard error conditions

i ncl ude Destination Unreachabl e codes 2 (Protocol Unreachable), 3
(Port Unreachable), and 4 (Fragnentati on Needed and Don't Fragnent
Was Set). Since hosts inplenenting classical |CVW-based Path MIU

Di scovery [ RFC1191] use Destination Unreachabl e code 4, they do not
treat this as a hard error condition. Hosts inplenenting "Path MIuU
Di scovery for |IP version 6" [RFC1981] utilize | CMPv6 Packet Too Big
nmessages. As noted in "TCP Problenms with Path MIU Di scovery"

[ RFC2923], classical Path MrU Di scovery is vulnerable to failure if

| CMP nessages are not delivered or processed. In order to address
this problem "Packetization Layer Path MIU Di scovery" [ RFC4821] does
depend on the delivery of | CMP nessages.

"Fault Isolation and Recovery" [RFC816], Section 6, states:

It is not obvious, when error nmessages such as | CVP Destination
Unreachabl e arrive, whether TCP shoul d abandon the connection. The
reason that error nmessages are difficult to interpret is that, as

di scussed above, after a failure of a gateway or network, there is a
transi ent period during which the gateways nay have incorrect
information, so that irrelevant or incorrect error nessages nay
sonmetinmes return. An isolated | W Destination Unreachabl e may
arrive at a host, for exanple, if a packet is sent during the period
when the gateways are trying to find a new route. To abandon a TCP
connection based on such a nessage arriving would be to ignore the
val uabl e feature of the Internet that for many internal failures it
reconstructs its function w thout any disruption of the end points.
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"Requirenents for I P Version 4 Routers" [RFC1812], Section 4.3.3.3,
states that "Research seens to suggest that Source Quench consunes
networ k bandwi dth but is an ineffective (and unfair) antidote to
congestion", indicating that routers should not originate them In
general, since the transport layer is able to determ ne an
appropriate (and conservative) response to congestion based on packet
| oss or explicit congestion notification, |CVWP Source Quench

i ndi cations are not needed, and the sending of additional Source
Quench packets during periods of congestion may be detrinental

"I CMP attacks against TCP" [CGont] argues that accepting | CMP nessages
based on a correct four-tuple without additional security checks is
ill-advised. For exanple, an attacker forging an | CWP hard error
nessage can cause one or nore transport connections to abort. The
aut hors di scuss a nunber of precautions, including nmechanisns for

val idating | CMP nessages and ignoring or delaying response to hard
error nessages under various conditions. They also recomend that
hosts ignore | CVP Source Quench nessages.

The transport layer nmay al so provide information to the Iink | ayer
For exanple, the transport layer may wish to control the naxinmum
nunber of tines that a link |layer frame nmay be retransmtted, so that
the Iink | ayer does not continue to retransmt after a transport

| ayer timeout. |In |EEE 802.11, this can be achi eved by adjusting the
Managenment | nfornati on Base (M B) [| EEE-802. 11] vari abl es

dot 11ShortRetryLimit (default: 7) and dotllLongRetryLimit (default:
4), which control the maxi mum nunber of retries for franes shorter
and longer in length than dot 11RTSThreshol d, respectively. However,
since these variables control |ink behavior as a whole they cannot be
used to separately adjust behavior on a per-transport connection
basis. In situations where the link |layer retransmnission tinmeout is
of the sane order as the path round-trip tineout, link layer contro
may not be possible at all

1.4.3. Application Layer

The transport |ayer provides indications to the application |ayer by
propagating Internet layer indications (such as |P address
configuration and changes), as well as providing its own indications,
such as connecti on teardown.

Since applications can typically obtain the information they need
nore reliably fromthe Internet and transport |ayers, they will
typically not need to utilize link indications. A "Link Up"
indication inplies that the link is capable of conmunicating IP
packets, but does not indicate that it has been confi gured;
applications should use an Internet |ayer "IP Address Configured"
event instead. "Link Down" indications are typically not useful to
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applications, since they can be rapidly followed by a "Link Up"

i ndi cation; applications should respond to transport |ayer teardown
indications instead. Sinmilarly, changes in the transmnission rate may
not be relevant to applications if the bottleneck bandwi dth on the
pat h does not change; the transport layer is best equipped to
determine this. As a result, Figure 1 does not show |link indications
being provided directly to applications.

2. Architectural Considerations

The conplexity of real-world |ink behavior poses a challenge to the
integration of link indications within the Internet architecture.
While the literature provides persuasive evidence of the utility of
link indications, difficulties can arise in naking effective use of
them To avoid these issues, the follow ng architectural principles
are suggested and di scussed in nore detail in the sections that

foll ow

(1) Proposals should avoid use of sinplified |link nodels in
circumst ances where they do not apply (Section 2.1).

(2) Link indications should be clearly defined, so that it is
under st ood when they are generated on different link |ayers
(Section 2.2).

(3) Proposals nust denonstrate robustness agai nst spurious |ink
i ndi cations (Section 2.3).

(4) Upper layers should utilize a tinmely recovery step so as to
limt the potential damage fromlink indications determned to
be invalid after they have been acted on (Section 2.3.2).

(5) Proposals nust denonstrate that effective congestion control is
mai nt ai ned (Section 2.4).

(6) Proposals nust denonstrate the effectiveness of proposed
optinizations (Section 2.5).

(7) Link indications should not be required by upper layers, in
order to maintain |ink i ndependence (Section 2.6).

(8) Proposals should avoid race conditions, which can occur where
link indications are utilized directly by multiple layers of the
stack (Section 2.7).

(9) Proposals should avoid inconsistencies between Iink and routing
| ayer nmetrics (Section 2.7.3).
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(10) Overhead reduction schenes nust avoid conpronising
interoperability and introducing |ink | ayer dependencies into
the Internet and transport |layers (Section 2.8).

(11) Proposals for transport of link indications beyond the |oca
host need to carefully consider the layering, security, and
transport inplications (Section 2.9).

2.1. Mdel Validation

Proposal s shoul d avoid the use of |ink nbodels in circunstances where
they do not apply.

In "The nistaken axions of wreless-network research” [Kotz], the
aut hors conclude that mi staken assunptions relating to Iink behavior
may |l ead to the design of network protocols that nmay not work in
practice. For exanple, the authors note that the three-dinensiona
nature of wireless propagation can result in large signal strength
changes over short distances. This can result in rapid changes in
link indications such as rate, frame |oss, and signal strength.

In "Mddeling Wreless Links for Transport Protocol s" [CGurtovFl oyd],
the aut hors provi de exanpl es of nodeling m stakes and exanpl es of how
to inprove nodeling of link characteristics. To acconpany the paper
the aut hors provide sinulation scenarios in ns-2.

In order to avoid the pitfalls described in [Kotz] [GurtovFl oyd],
docunents that describe capabilities that are dependent on I|ink

i ndi cations should explicitly articulate the assunptions of the |ink
nodel and describe the circunstances in which they apply.

Ceneric "trigger" nodels nmay include inplicit assunptions that may
prove invalid in outdoor or nesh wireless LAN deploynents. For
exanpl e, two-state Markov nodel s assume that the link is either in a
state experiencing low frame loss ("up") or in a state where few

frames are successfully delivered ("down"). In these nodels,
symretry is also typically assunmed, so that the link is either "up"
in both directions or "down" in both directions. |n situations where
internedi ate | oss rates are experienced, these assunptions may be

i nvalid.

As noted in "Hybrid Rate Control for |EEE 802.11" [Haratcherev],
signal strength data is noisy and sonetines inconsistent, so that it
needs to be filtered in order to avoid erratic results. Gven this,
Iink indications based on raw signal strength data may be unreliable.
In order to avoid problenms, it is best to conbine signal strength
data with other techniques. For exanple, in devel oping a "Going
Down" indication for use with [I EEE-802.21] it would be advisable to
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validate filtered signal strength neasurenents with other indications
of link loss such as |lack of Beacon reception

2.2. COear Definitions

Li nk indications should be clearly defined, so that it is understood
when they are generated on different link |ayers. For exanpl e,

consi derabl e work has been required in order to cone up with the
definitions of "Link Up" and "Link Down", and to define when these

i ndi cations are sent on various link |ayers.

Li nk indication definitions should heed the follow ng advice:

(1) Do not assune symretric |link perfornance or frane loss that is
either low ("up") or high ("down").

In wired networks, links in the "up" state typically experience
low frane loss in both directions and are ready to send and
receive data franes; links in the "down" state are unsuitable

for sending and receiving data franes in either direction
Therefore, a link providing a "Link Up" indication wll
typically experience |low frame loss in both directions, and high
frane loss in any direction can only be experienced after a link
provides a "Link Down" indication. However, these assunptions
may not hold true for wireless LAN networks. Asynmetry is
typically less of a problemfor cellular networks where
propagation occurs over |longer distances, multi-path effects may
be | ess severe, and the base station can transmt at rnuch higher
power than nobile stations while utilizing a nore sensitive

ant enna.

Specifications utilizing a "Link Up" indication should not
assune that receipt of this indication neans that the link is
experiencing symetric link conditions or low frame loss in

either direction. |In general, a "Link Up" event should not be
sent due to transient changes in link conditions, but only due
to a change in link layer state. It is best to assune that a

"Link Up" event may not be sent in a tinely way. Large handoff
latencies can result in a delay in the generation of a "Link Up"
event as novenent to an alternative point of attachnent is

del ayed.

(2) Consider the sensitivity of link indications to transient |ink
conditions. Due to common effects such as nulti-path
i nterference, signal strength and signal to noise ratio (SNR
may vary rapidly over a short distance, causing erratic behavior
of link indications based on unfiltered neasurenents. As noted
in [Haratcherev], signal strength may prove nost useful when
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utilized in conbination with other neasurenents, such as franme
| oss.

(3) Wiere possible, design link indications with built-in danmping.
By design, the "Link Up" and "Link Down" events relate to
changes in the state of the Iink layer that nmake it able and
unabl e to comruni cate | P packets. These changes are generated
either by the link layer state machine based on |ink |ayer
exchanges (e.g., conpletion of the | EEE 802.11i four-way
handshake for "Link Up", or receipt of a PPP LCP-Term nate for
"Link Down") or by protracted frame | oss, so that the Iink I ayer
concludes that the link is no |onger usable. As a result, these
link indications are typically |l ess sensitive to changes in
transient link conditions.

(4) Do not assume that a "Link Down" event will be sent at all, or
that, if sent, it will be received in a tinely way. A good link
| ayer inplenentation will both rapidly detect connectivity
failure (such as by tracking m ssing Beacons) while sending a
"Li nk Down" event only when it concludes the link is unusabl e,
not due to transient frame | oss.

However, existing wireless LAN inplenentations often do not do a good
job of detecting link failure. During a |engthy detection phase, a
"Link Down" event is not sent by the link layer, yet |IP packets
cannot be transnmitted or received on the link. Initiation of a scan
may be del ayed so that the station cannot find another point of
attachnment. This can result in inappropriate backoff of

retransm ssion timers within the transport |ayer, anong other
problens. This is not as nmuch of a problemfor cellul ar networks
that utilize transmit power adjustnent.

2. 3. Robustness

Li nk indication proposals nust denonstrate robustness agai nst
m sl eadi ng i ndications. Elenents to consider include:

| mpl enent ati on variation
Recovery frominvalid indications
Danpi ng and hysteresis

2.3.1. Inplenentation Variation

Variations in link layer inplenentations may have a substanti al

i npact on the behavior of link indications. These variations need to
be taken into account in evaluating the performance of proposals.

For exanple, radio propagation and inplenmentation differences can
impact the reliability of Iink indications.
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In "Link-1evel Measurenents froman 802.11b Mesh Network" [Aguayo],
the aut hors anal yze the cause of frame loss in a 38-node urban

mul ti-hop | EEE 802. 11 ad-hoc network. In nost cases, links that are
very bad in one direction tend to be bad in both directions, and
links that are very good in one direction tend to be good in both
directions. However, 30 percent of |links exhibited |oss rates
differing substantially in each direction.

As described in [ Aguayo], wireless LAN links often exhibit |oss rates
i nternmedi ate between "up" (low loss) and "down" (high |oss) states,
as well as substantial asymmetry. As a result, receipt of a "Link
Up" indication may not necessarily indicate bidirectiona
reachability, since it could have been generated after exchange of
smal | franes at |low rates, which night not inply bidirectiona
connectivity for large franes exchanged at hi gher rates

VWhere nulti-path interference or hidden nodes are encountered, signa
strength may vary w dely over a short distance. Several techniques
may be used to reduce potential disruptions. Miltiple transmtting
and receiving antennas may be used to reduce multi-path effects;
transm ssion rate adaptation can be used to find a nore satisfactory
transm ssion rate; transmt power adjustnent can be used to inprove
signal quality and reduce interference; Request-to-Send/ d ear-to-Send
(RTS/ CTS) signaling can be used to reduce hi dden node probl ens.
These techni ques may not be conpletely effective, so that high frane
| oss may be encountered, causing the link to cycle between "up" and
"down" states.

To i nmprove robustness agai nst spurious link indications, it is
recommended that upper layers treat the indication as a "hint"
(advisory in nature), rather than a "trigger" dictating a particul ar
action. Upper layers nay then attenpt to validate the hint.

In [ RFC4436], "Link Up" indications are rate linited, and IP
configuration is confirmed using bidirectional reachability tests
carried out coincident with a request for configuration via DHCP. As
aresult, bidirectional reachability is confirmed prior to activation
of an I P configuration. However, where a link exhibits an
internedi ate | oss rate, denonstration of bidirectional reachability
may not necessarily indicate that the link is suitable for carrying

| P data packets.

Anot her exanpl e of validation occurs in |IPv4 Link-Local address
configuration [ RFC3927]. Prior to configuration of an |Pv4d Link-
Local address, it is necessary to run a clai mand-defend protocol
Since a host needs to be present to defend its address agai nst

anot her cl ai mant, and address conflicts are relatively likely, a host
returning fromsleep node or receiving a "Link Up" indication could
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encounter an address conflict were it to utilize a fornerly
configured |IPv4 Link-Local address wi thout rerunning claimand
def end.

2.3.2. Recovery fromlilnvalid Indications

In sone situations, inproper use of link indications can result in
operational malfunctions. It is recommended that upper |ayers
utilize a tinely recovery step so as to limt the potential damage
fromlink indications deternined to be invalid after they have been
acted on.

In Detecting Network Attachnent in | Pv4d (DNAv4) [RFC4436],
reachability tests are carried out coincident with a request for
configuration via DHCP. Therefore, if the bidirectional reachability
test times out, the host can still obtain an I P configuration via
DHCP, and if that fails, the host can still continue to use an
existing valid address if it has one.

Where a proposal involves recovery at the transport |ayer, the
recovered transport paraneters (such as the Maxi mum Segnent Size
(M5S), RoundTrip Tinme (RTT), Retransnission TineCQut (RTO, Bandw dth
(bw), congestion wi ndow (cwnd), etc.) should be denonstrated to
remain valid. Congestion wi ndow validation is discussed in "TCP
Congesti on W ndow Val i dation" [RFC2861].

Where tinely recovery is not supported, unexpected consequences nay
result. As described in [RFC3927], early |IPv4 Link-Loca

i npl ementations would wait five mnutes before attenpting to obtain a
rout abl e address after assigning an |Pv4 Link-Local address. 1n one
i npl enentation, it was observed that where nobil e hosts changed their
poi nt of attachnent nore frequently than every five ninutes, they
woul d never obtain a routable address. The probl emwas caused by an
invalid link indication (signaling of "Link Up" prior to conpletion
of link layer authentication), resulting in an initial failure to
obtain a routable address using DHCP. As a result, [RFC3927]
recommends agai nst nodification of the nmaxi mumretransm ssion tinmeout
(64 seconds) provided in [ RFC2131].

2.3.3. Damping and Hysteresis
Danpi ng and hysteresis can be utilized to Iimt danmage from unstabl e
link indications. This may include danping unstabl e indications or

pl aci ng constraints on the frequency of Iink indication-induced
actions within a time period.
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2. 4.

| AB

Whi | e [ Aguayo] found that frane |oss was relatively stable for
stationary stations, obstacles to radio propagation and nulti-path
interference can result in rapid changes in signal strength for a
mobile station. As a result, it is possible for nobile stations to
encounter rapid changes in link characteristics, including changes in
transm ssion rate, throughput, franme |oss, and even "Link Up"/"Link
Down" i ndi cati ons.

Where |ink-aware routing nmetrics are inplenmented, this can result in
rapid nmetric changes, potentially resulting in frequent changes in
the outgoing interface for Weak End System i npl enentations. As a
result, it nmay be necessary to introduce route flap danpening.

However, the benefits of damping need to be wei ghed agai nst the
additional latency that can be introduced. For exanple, in order to
filter out spurious "Link Down" indications, these indications may be
del ayed until it can be determined that a "Link Up" indication wll
not follow shortly thereafter. However, in situations where multiple
Beacons are missed such a delay may not be needed, since there is no
evidence of a suitable point of attachnent in the vicinity.

In sone cases, it is desirable to ignore link indications entirely.
Since it is possible for a host to transition froman ad-hoc network
to a network with centralized address nanagenent, a host receiving a
"Link Up" indication cannot necessarily conclude that it is
appropriate to configure an |IPv4 Link-Local address prior to

determi ning whet her a DHCP server is avail able [RFC3927] or an
operabl e configuration is valid [ RFC4436] .

As noted in Section 1.4, the transport |ayer does not utilize "Link
Up" and "Link Down" indications for the purposes of connection
nmanagenent .

Congestion Contro

Li nk indication proposals nust denonstrate that effective congestion
control is maintained [ RFC2914]. One or nore of the follow ng
techni ques may be utilized:

Rate limting. Packets generated based on receipt of link
indications can be rate limted (e.g., alimt of one packet per
end-to-end path RTO.

Utilization of upper-layer indications. Applications should
depend on upper-1layer indications such as |P address
configuration/change notification, rather than utilizing |ink
i ndi cati ons such as "Link Up".
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Keepalives. In order to inprove robustness agai nst spurious |ink
i ndi cations, an application keepalive or transport |ayer

i ndi cation (such as connection teardown) can be used instead of
consum ng "Link Down" indications.

Conservation of resources. Proposals nust denpnstrate that they
are not vul nerable to congestive coll apse.

As noted in "Robust Rate Adaptation for 802.11 Wrel ess Networks"

[ Robust], decreasing transm ssion rate in response to franme |oss

i ncreases contention, potentially | eading to congestive collapse. To
avoid this, the link layer needs to distinguish frane | oss due to
congestion fromloss due to channel conditions. Only frame | oss due
to deterioration in channel conditions can be used as a basis for
decreasi ng transm ssion rate.

Consi der a proposal where a "Link Up" indication is used by a host to
trigger retransm ssion of the | ast previously sent packet, in order
to enable ACK reception prior to expiration of the host’s
retransmission timer. On a rapidly noving nobile node where "Link
Up" indications follow in rapid succession, this could result in a
burst of retransmitted packets, violating the principle of
"conservation of packets".

At the application layer, link indications have been utilized by
applications such as Presence [ RFC2778] in order to optim ze

regi stration and user interface update operations. For exanple,

i npl enment ati ons may attenpt presence registration on receipt of a
"Link Up" indication, and presence de-registration by a surrogate
receiving a "Link Down" indication. Presence inplenentations using
"Link Up"/"Link Down" indications this way violate the principle of
"conservation of packets" since link indications can be generated on
atime scale less than the end-to-end path RTO. The problemis
magni fied since for each presence update, notifications can be

delivered to many watchers. |In addition, use of a "Link Up"
indication in this nmanner is unwi se since the interface may not yet
even have an operable Internet |ayer configuration. Instead, an "IP

address configured" indication may be utilized.
2.5. FEffectiveness
Proposal s nust denonstrate the effectiveness of proposed
optim zations. Since optinizations typically increase conplexity,

substantial performance i nprovenent is required in order to nmake a
conpel l'i ng case
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In the face of unreliable link indications, effectiveness nay depend
on the penalty for false positives and fal se negatives. |n the case
of DNAv4 [ RFC4436], the benefits of successful optimnzation are
nodest, but the penalty for being unable to confirm an operable
configuration is a lengthy tinmeout. As a result, the recommended
strategy is to test nultiple potential configurations in parallel in
addition to attenpting configuration via DHCP. This virtually
guarantees that DNAv4 will always result in perfornmance equal to or
better than use of DHCP al one.

2.6. Interoperability

While link indications can be utilized where available, they should
not be required by upper layers, in order to nmaintain |link |ayer

i ndependence. For exanple, if information on supported prefixes is
provided at the link | ayer, hosts not understandi ng those hints nust
still be able to obtain an I P address.

Where |link indications are proposed to optinize Internet |ayer
configuration, proposals nust denonstrate that they do not conpronise
robustness by interfering with address assignment or routing protoco
behavi or, naki ng address collisions nore |ikely, or conprom sing
Duplicate Address Detection (DAD) [RFC4429].

To avoid conpronising interoperability in the pursuit of perfornmance
optinization, proposals nmust denonstrate that interoperability
remai ns possible (potentially with degraded performance) even if one
or nore participants do not inplenent the proposal

2.7. Race Conditions

Li nk i ndication proposals should avoid race conditions, which can
occur where link indications are utilized directly by nultiple | ayers
of the stack.

Link indications are useful for optimzation of Internet Protoco

| ayer addressing and configuration as well as routing. Although "The
BU-trigger method for inproving TCP performance over Mbile | Pv6"
[Kiml describes situations in which link indications are first
processed by the Internet Protocol |ayer (e.g., MPv6) before being
utilized by the transport |ayer, for the purposes of paraneter
estimation, it may be desirable for the transport layer to utilize
link indications directly.

In situations where the Weak End System nodel is inplenented, a

change of outgoing interface may occur at the sane tine the transport
| ayer is nodifying transport paraneters based on other |ink
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2.

7.

indications. As a result, transport behavior may di ffer dependi ng on
the order in which the link indications are processed.

Where a nulti-honed host experiences increasing frame |oss or
decreased rate on one of its interfaces, a routing netric taking
these effects into account will increase, potentially causing a
change in the outgoing interface for one or nore transport
connections. This may trigger Mbile IP signaling so as to cause a
change in the inconmng path as well. As a result, the transport
paraneters estinmated for the original outgoing and incom ng paths
(congestion state, Maxi num Segnent Size (MSS) derived fromthe |ink
maxi mum transm ssion unit (MIU) or Path MIU) nmay no | onger be valid
for the new outgoing and i ncom ng pat hs.

To avoid race conditions, the foll ow ng neasures are recomended:

Pat h change re-estimation
Layeri ng
Metric consi stency

1. Path Change Re-estination

When the Internet |ayer detects a path change, such as a mmjor change
in transm ssion rate, a change in the outgoing or inconming interface
of the host or the incomng interface of a peer, or perhaps even a
substantial change in the IPv4 TTL/I1Pv6 Hop Linmit of received
packets, it may be worth considering whether to reset transport
paraneters (RTT, RTO cwnd, bw, MSS) to their initial values so as to
allow themto be re-estimated. This ensures that estimates based on
the forner path do not persist after they have becone invalid.
Appendi x A 3 summari zes the research on this topic.

2.7.2. Layering

Anot her technique to avoid race conditions is to rely on layering to
danp transient link indications and provide greater link |ayer
i ndependence.

The Internet layer is responsible for routing as well as IP
configuration and mobility, providing higher layers with an
abstraction that is independent of |link |ayer technol ogies.

In general, it is advisable for applications to utilize indications
fromthe Internet or transport l|layers rather than consum ng |ink
i ndi cations directly.
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2.7.3. Metric Consistency

Proposal s shoul d avoi d i nconsi stenci es between |ink and routing |ayer
metrics. Wthout careful design, potential differences between |ink
i ndi cations used in routing and those used in roam ng and/or |ink
enabl enent can result in instability, particularly in nulti-honmed
host s.

Once alink is in the "up" state, its effectiveness in transm ssion
of data packets can be used to determ ne an appropriate routing

metric. In situations where the transmi ssion tinme represents a | arge
portion of the total transit time, mnimzing total transnission tine
is equivalent to maxim zing effective throughput. "A Hi gh-Throughput

Path Metric for Multi-Hop Wreless Routing" [ETX] describes a
proposed routing nmetric based on the Expected Transm ssion Count
(ETX). The authors denonstrate that ETX, based on link |ayer frame
loss rates (prior to retransm ssion), enables the selection of routes
maxi m zing effective throughput. Were the transnission rate is
constant, the expected transnmission tine is proportional to ETX, so
that minimzing ETX al so mininm zes expected transmi ssion time.

However, where the transnission rate may vary, ETX may not represent
a good estimate of the estimated transmission tine. In "Routing in
multi-radio, nmulti-hop wireless nesh networks" [ETX-Rate], the
authors define a new netric called Expected Transmi ssion Tinme (ETT).
This is described as a "bandw dth adjusted ETX" since ETT = ETX * S/B
where S is the size of the probe packet and B is the bandw dth of the
link as measured by a packet pair [Mrgan]. However, ETT assunes
that the loss fraction of small probe frames sent at 1 Mips data rate
is indicative of the loss fraction of larger data franes at higher
rates, which tends to underestinate the ETT at hi gher rates, where
frame loss typically increases. In "A Radio Aware Routing Protoco
for Wrel ess Mesh Networks" [ETX-Radio], the authors refine the ETT
metric further by estimating the loss fraction as a function of
transm ssion rate.

However, prior to sending data packets over the link, the appropriate
routing metric nmay not easily be predicted. As noted in [Shortest],
a link that can successfully transnit the short franes utilized for
control, nanagenent, or routing may not necessarily be able to
reliably transport |arger data packets.

Therefore, it nay be necessary to utilize alternative netrics (such
as signal strength or Access Point load) in order to assist in
attachnent/ handoff deci sions. However, unless the newinterface is
the preferred route for one or nore destination prefixes, a Wak End
System i npl enentation will not use the new interface for outgoing
traffic. Wiere "idle tineout" functionality is inplenented, the

| AB I nf or mat i onal [ Page 24]



RFC 4907 Li nk I ndi cati ons June 2007

unused interface will be brought down, only to be brought up again by
the Iink enabl enment al gorithm

Wthin the link layer, nmetrics such as signal strength and franme | oss
may be used to determine the transmssion rate, as well as to
determ ne when to select an alternative point of attachnent. In
order to enable stations to roamprior to encountering packet |oss,
studi es such as "An experinental study of |EEE 802.11b handover
performance and its effect on voice traffic" [Vatn] have suggested
usi ng signal strength as a nmechanismto nore rapidly detect |oss of
connectivity, rather than franme | oss, as suggested in "Techniques to
Reduce | EEE 802. 11b MAC Layer Handover Tinme" [ Vel ayos].

[ Aguayo] notes that signal strength and di stance are not good
predictors of frame |loss or throughput, due to the potential effects
of multi-path interference. As a result, a link brought up due to
good signal strength nmay subsequently exhibit significant frane |oss
and a low throughput. Sinilarly, an Access Point (AP) denonstrating
low utilization may not necessarily be the best choice, since
utilization may be | ow due to hardware or software problems. "OSPF
Optinmized Multipath (OSPF-OWP)" [Villanizar] notes that |ink-
utilization-based routing netrics have a history of instability.

2.8. Layer Conpression

In many situations, the exchanges required for a host to conplete a
handoff and reestablish connectivity are considerable, leading to
proposal s to conbi ne exchanges occurring within multiple layers in
order to reduce overhead. While overhead reduction is a |audable
goal , proposals need to avoid conprom sing interoperability and

i ntroducing link |ayer dependencies into the Internet and transport
| ayers.

Exchanges required for handoff and connectivity reestablishnment may
include link | ayer scanning, authentication, and association
establishnent; Internet |layer configuration, routing, and nmobility
exchanges; transport |layer retransmi ssion and recovery; security
associ ation reestablishnment; application protocol re-authentication
and re-registrati on exchanges, etc.

Several proposals involve conbining exchanges within the Iink | ayer
For exanple, in [EAPIKEv2], a link |layer Extensible Authentication
Prot ocol (EAP) [RFC3748] exchange nay be used for the purpose of IP
address assignnent, potentially bypassing Internet |ayer
configuration. Wthin [PEAP], it is proposed that a link [ayer EAP
exchange be used for the purpose of carrying Mbile | Pv6 Bi nding
Updates. [M PEAP] proposes that EAP exchanges be used for
configuration of Mbile IPv6. Were link, Internet, or transport
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| ayer nechani snms are conbi ned, hosts need to nmintain backward
conmpatibility to pernit operation on networks where conpression
schenes are not avail abl e.

Layer conpression schenmes nay al so negatively inpact robustness. For
exanple, in order to optinize | P address assignnent, it has been
proposed that prefixes be advertised at the |ink |ayer, such as
within the 802.11 Beacon and Probe Response frames. However,

[ EEE- 802. 1X] enables the Virtual LAN Identifier (VLANID) to be
assigned dynanmically, so that prefix(es) advertised within the Beacon
and/ or Probe Response may not correspond to the prefix(es) configured
by the Internet |ayer after the host conpletes Iink |ayer

aut hentication. Wre the host to handle IP configuration at the |link
| ayer rather than within the Internet |ayer, the host m ght be unable
to conmuni cate due to assignment of the wong | P address.

2.9. Transport of Link Indications

Proposal s for the transport of link indications need to carefully
consi der the layering, security, and transport inplications.

As noted earlier, the transport |ayer may take the state of the |oca
routing table into account in inproving the quality of transport
paraneter estimates. \While absence of positive feedback that the
path is sending data end-to-end nust be heeded, where a route that
had previously been absent is recovered, this nay be used to trigger
congestion control probing. Wiile this enables transported |ink

i ndi cations that affect the local routing table to inprove the
quality of transport paraneter estimates, security and
interoperability considerations relating to routing protocols stil

apply.

Proposal s involving transport of link indications need to denobnstrate
the foll ow ng:

(a) Superiority toinplicit signals. 1In general, inplicit signals
are preferred to explicit transport of link indications since
they do not require participation in the routing nesh, add no
new packets in times of network distress, operate nore reliably
in the presence of middle boxes such as NA(P)Ts, are nore likely
to be backward conpatible, and are less likely to result in
security vulnerabilities. As a result, explicit signaling
proposal s nust prove that inplicit signals are inadequate.

(b) Mtigation of security vulnerabilities. Transported |ink
i ndi cati ons should not introduce new security vulnerabilities.
Link indications that result in nodifications to the |oca
routing table represent a routing protocol, so that the
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3.

vul nerabilities associated with unsecured routing protocols
apply, including spoofing by off-link attackers. Wile
nmechani sms such as "SEcure Nei ghbor Discovery (SEND)" [ RFC3971]
may enabl e aut hentication and integrity protection of router-
ori gi nated nmessages, protecting against forgery of transported
link indications, they are not yet w dely depl oyed.

(c) Validation of transported indications. Even if a transported
link indication can be integrity protected and authenticated, if
the indication is sent by a host off the local link, it may not
be clear that the sender is on the actual path in use, or which
transport connection(s) the indication relates to. Proposals
need to descri be how the receiving host can validate the
transported |ink indication

(d) Mapping of ldentifiers. Wen link indications are transported,
it is generally for the purposes of providing informtion about
Internet, transport, or application |ayer operations at a renote
el ement. However, application | ayer sessions or transport
connections may not be visible to the renote elenment due to
factors such as | oad sharing between |inks, or use of |Psec,
tunneling protocols, or nested headers. As a result, proposals
need to denonstrate how the |link indication can be mapped to the
rel evant higher-layer state. For exanple, on receipt of a link
i ndi cation, the transport layer will need to identify the set of
transport sessions (source address, destination address, source
port, destination port, transport) that are affected. If a
presence server is receiving renote indications of "Link
Up"/"Link Down" status for a particular Media Access Contro
(MAC) address, the presence server will need to associate that
MAC address with the identity of the user
(pres:user @xanple.com) to whomthat |ink status change is
rel evant.

Future Work

Further work is needed in order to understand how link indications
can be utilized by the Internet, transport, and application |ayers.

More work is needed to understand the connection between |ink

i ndi cations and routing netrics. For exanple, the introduction of

bl ock ACKs (supported in [|EEE-802.11e]) conplicates the rel ationship
bet ween effective throughput and frane | oss, which may necessitate

t he devel opnent of revised routing netrics for ad-hoc networks. More
work is also needed to reconcile handoff netrics (e.g., signa
strength and link utilization) with routing nmetrics based on |ink
indications (e.g., frame error rate and negotiated rate).
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A better understanding of the use of physical and |ink |ayer netrics
in rate negotiation is required. For exanple, recent work

[ Robust ][ CARA] has suggested that frame |oss due to contention (which
woul d be exacerbated by rate reduction) can be distinguished from

| oss due to channel conditions (which may be inproved via rate
reduction).

At the transport layer, nmore work is needed to determine the
appropriate reaction to Internet layer indications such as routing
tabl e and path changes. More work is also needed in utilization of
link layer indications in transport paraneter estimation, including
rate changes, "Link Up"/"Link Down" indications, |link |ayer
retransm ssions, and frane |oss of various types (due to contention
or channel conditions).

More work is al so needed to determne how link |ayers may utilize
information fromthe transport layer. For exanple, it is undesirable
for alink layer to retransnit so aggressively that the Iink | ayer
round-trip time approaches that of the end-to-end transport
connection. Instead, it nay nmake sense to do downward rate
adjustnent so as to decrease frane |oss and inprove latency. Al so,
in sone cases, the transport layer may not require heroic efforts to
avoid frane loss; tinely delivery may be preferred instead.

4. Security Considerations

Proposals for the utilization of Iink indications may introduce new
security vulnerabilities. These include:

Spoofi ng
I ndi cation validation
Deni al of service

4.1. Spoofing

Where |ink |ayer control franes are unprotected, they may be spoofed
by an attacker. For exanple, PPP does not protect LCP franmes such as
LCP-Termi nate, and [| EEE-802. 11] does not protect nanagenent franes
such as Associ at e/ Reassoci ate, Di sassociate, or Deauthenticate.

Spoofing of link layer control traffic nmay enable attackers to
expl oit weaknesses in link indication proposals. For exanple,
proposal s that do not inplenent congestion avoi dance can enabl e
attackers to mount denial -of-service attacks

However, even where the link layer incorporates security, attacks may

still be possible if the security nodel is not consistent. For
exanple, wireless LANs inplenenting [| EEE-802.11i] do not enable
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stations to send or receive |IP packets on the link until conpletion
of an authenticated key exchange protocol known as the "4-way
handshake". As a result, a link inplenenting [|EEE-802.11i] cannot
be considered usable at the Internet layer ("Link Up") unti

conmpl etion of the authenticated key exchange.

However, while [|EEE-802.11i] requires sending of authenticated
franes in order to obtain a "Link Up" indication, it does not support
managenent frame authentication. This weakness can be exploited by
attackers to enabl e denial -of-service attacks on stations attached to
di stant Access Points (APs).

In [| EEE-802. 11F], "Link Up" is considered to occur when an AP sends
a Reassoci ation Response. At that point, the AP sends a spoofed
frame with the station’s source address to a nulticast address

t hereby causing switches within the Distribution System (DS) to |learn
the station’s MAC address. Wiile this enables forwardi ng of frames
to the station at the new point of attachnent, it also permts an
attacker to disassociate a station |ocated anywhere within the ESS,
by sendi ng an unaut henti cat ed Reassoci ati on Request frane.

4. 2. I ndi cati on Validation

"Fault Isolation and Recovery" [RFC816], Section 3, describes how
hosts interact with routers for the purpose of fault recovery:

Since the gateways always attenpt to have a consistent and correct
nmodel of the internetwork topol ogy, the host strategy for fault
recovery is very sinple. Wenever the host feels that sonething is
wrong, it asks the gateway for advice, and, assunming the advice is
forthconming, it believes the advice conpletely. The advice will be
wrong only during the transient period of negotiation, which

i mediately follows an outage, but will otherw se be reliably
correct.

In fact, it is never necessary for a host to explicitly ask a gateway
for advice, because the gateway will provide it as appropriate. Wen
a host sends a datagramto sonme distant net, the host should be
prepared to receive back either of two advisory nessages which the
gateway rmay send. The ICWP "redirect" nessage indicates that the
gateway to which the host sent the datagramis no |onger the best
gateway to reach the net in question. The gateway will have
forwarded the datagram but the host should revise its routing table
to have a different inmediate address for this net. The |ICW
"destination unreachabl e" nmessage indicates that as a result of an
outage, it is currently inpossible to reach the addressed net or host
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in any manner. On receipt of this nmessage, a host can either abandon
the connection imredi ately w thout any further retransmn ssion, or
resend slowy to see if the fault is corrected in reasonable tine.

G ven today’s security environnent, it is inadvisable for hosts to
act on indications provided by routers w thout careful consideration.
As noted in "ICWMP attacks against TCP" [Gont], existing |ICVP error
messages may be exploited by attackers in order to abort connections
in progress, prevent setup of new connections, or reduce throughput
of ongoi ng connections. Simlar attacks may al so be | aunched agai nst
the Internet |layer via forging of ICVWP redirects.

Proposal s for transported link indications need to denonstrate that
they will not add a new set of simlar vulnerabilities. Since
transported link indications are typically unauthenticated, hosts
receiving themnmay not be able to deternine whether they are

aut hentic, or even plausible.

Where |ink indication proposals nay respond to unauthenticated |ink
| ayer frames, they should utilize upper-layer security mechani sns,
where possible. For exanple, even though a host might utilize an
unaut henticated link |ayer control frame to conclude that a |ink has
becone operational, it can use SEND [ RFC3971] or authenticated DHCP
[ RFC3118] in order to obtain secure Internet |layer configuration

4.3. Denial of Service

Li nk indication proposals need to be particularly careful to avoid
enabl i ng deni al -of -service attacks that can be nounted at a distance.
While wireless links are naturally vulnerable to interference, such
attacks can only be perpetrated by an attacker capabl e of
establishing radio contact with the target network. However, attacks
that can be mounted froma distance, either by an attacker on another
poi nt of attachnent within the sane network or by an off-Ilink
attacker, expand the level of vulnerability.

The transport of link indications can increase risk by enabling

vul nerabilities exploitable only by attackers on the local Iink to be
executed across the Internet. Sinmilarly, by integrating link

i ndi cations with upper layers, proposals nmay enable a spoofed |ink

| ayer frame to consune nore resources on the host than m ght
otherwi se be the case. As a result, while it is inportant for upper
|l ayers to validate link indications, they should not expend excessive
resources in doing so.

Congestion control is not only a transport issue, it is also a

security issue. In order to not provide | everage to an attacker, a
single forged link layer frame should not elicit a nagnified response
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fromone or nore hosts, by generating either nultiple responses or a
single larger response. For exanple, proposals should not enable
mul ti ple hosts to respond to a frame with a nulticast destination
addr ess.
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