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Thank you for your response to our previous liaison statements, we also appreciate the attendance of representatives for the IETF at our meeting to clarify your comments.  We have made a number of changes to the text of draft new Recommendation G.8110.1, we have attached the current version of the draft.  We intend to request approval of this Recommendation at the next meeting of SG 15 (31 October – 9 November 2006).  With respect to the use of the MPLS Ethertypes 8847 and 8848.  The meeting agreed that we should continue to use these Ethertypes and G.8110.1 was updated to clarify the implications of this decision.  We noted that the text in G.8112 should be updated to clarify that the IETF has responsibility for the defining the usage of the MPLS label, and that the registration of reserved labels is held by IANA. 
We will keep you advised on our future activities and look forward to further cooperation in this area.

Below is some background information on the motivation behind the development of the set of T‑MPLS Recommendations and some requirements.

Background

Carriers have extended their circuit transport networks with packet transport capabilities. Initially the SDH/SONET network was extended with packet interfaces (802.3, ESCON, Fibre Channel) providing access to private line based packet services between two access points, immediately followed by the addition of Ethernet bridge functions on those packet interface cards providing private LAN based packet services between three or more access points. The fixed and coarse bandwidth allocations (1.5M, 2M, 50M, 150M, 600M, 2.5G, 10G) in the original SDH/SONET network were complemented in NextGen SDH/SONET networks by a larger and flexible set of bandwidths (Nx1.5M, Nx2M, Nx50M, Nx150M) emulating (by use of VCAT/LCAS mechanisms) near packet network bandwidth flexibilities. Virtual private line and LAN services, in which the SDH/SONET (flexible bandwidth) path(s) is/are shared by two or more services followed soon. 

Today’s transport network has a shell of packet capabilities at the edge of circuit transport network. Further growth of the demand for packet transport services with greater bandwidth flexibility forces the packet switching functions to move from today’s position on the packet service interface cards into the core fabrics, complementing the circuit switching functions. This results in a flexible packet transport service offering.

The transport network combines circuit transport networking (PDH, SDH, WDM and OTN) with packet transport networking. Operation, administration, survivability, control and management of this emerging hybrid circuit/packet transport network are the same as of the original circuit transport network. The circuit/packet transport network is build with a common management plane, control plane, survivability methods and OAM toolset. These four common levels sit on top of two basic forwarding entities with their specific frame formats, encapsulation formats and forwarding (Figure 1). The packet transport network components present themselves in circuit transport look-and-feel-a-like means to operators and designers. Design, control and operating methods of the circuit transport network are thus re-usable. 
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Figure 1 – Common Operation, Management and Control in Transport Network ( add M.3010 to man.plane

The connectivity service is the basic service provided by a circuit/packet transport network. Ports at the transport network’s edge are interconnected establishing a channel through which the traffic units applied at an input port are guided towards an output port. 

The transport network provides this connectivity service to its customers: service networks within the same carrier, other carriers and enterprise customers (Figure 2). These connectivity services typically used to establish trunks between nodes in the customer’s network. A main characteristic of these connectivity services is the long holding times, high bandwidths and the requirement to provide monitor the channel within the operator’s network and end-to-end between the service termination points at the edge of the transport network.
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Figure 2 – Connectivity services in a transport network

Within a transport network frequently the connectivity services offered to customers are aggregated into larger trunks for efficient operation of the transport network. The generic transport network layer stack depicted in Figure 3 below, which can be found also in e.g. the SDH/SONET and ATM transport networks, supports this aggregation.
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Figure 3 – Generic transport network layer stack
T-MPLS Requirements overview
The scope of Recommendation G.8110.1 provides a concise statement of the role and purpose for T-MPLS.  It states that “transport MPLS network functionality is described from a network level viewpoint, taking into account a T-MPLS network layered structure, client characteristic information, client/server associations, networking topology, and layer network functionality providing T-MPLS signal transmission, multiplexing, supervision, performance and survivability.” and “Transport MPLS is a connection-oriented packet switched transport layer network technology based on MPLS technology modelled in G.8110.

The requirements provided below are not formal requirements, nor are they intended to be comprehensive.  They are provided as an aid in clarifying the role and purpose of T-MPLS for those less familiar with ITU-T transport network technology recommendations.  Two important attributes that T-MPLS (or any transport network technology) should have are (1) independence from both client and server layer networks and (2) compatibility with existing transport network operations and management models.  It is expected that selecting a subset of MPLS functionality necessary and sufficient for transport applications (T-MPLS) will enable both stability for transport recommendations and independence from ongoing extension of MPLS standards used in other application areas.

The requirements are described using ITU-T functional modeling terms, which are defined in Recommendation G.805.  For those more familiar with IETF terminology, RFC 4397 may provide some assistance in understanding the correspondence between ITU-T and IETF terminology.

The purpose of a transport network is to transparently carry client signals between endpoints in the network (typically over several nodes). A key characteristic of transport networks is that they are able to maintain the integrity of the client signal (i.e. the stream of client PDUs or client bits) between ingress and egress ports of the transport network.

A transport network must provide means to commit quality of service objectives to clients. This is achieved by providing mechanism for client service demarcation across the network path and associated resiliency mechanism. A transport network must also provide means for service monitoring in order to guarantee an agreed quality of service. This is achieved by supporting OAM tools.

The transport network uses encapsulation and aggregation to carry client signals: client signals are first encapsulated to allow monitoring.  These encapsulated client signals are then aggregated for transport through the network in order to achieve optimized network management. At every hop the aggregated signals may be further aggregated to cross a physical link. At the edges of aggregation domains encapsulated client signals are extracted and either delivered to client or forwarded to another domain.  In the core of the network only the aggregated signals are monitored, individual client signals are monitored at the network boundary.  This is illustrated in the figure below.
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Basic Transport Plane Requirements

1. T-MPLS shall be based on a connection-oriented packet switched technology. Transport networks can also support circuit switched transport technologies (e.g. SDH, OTH or WDM)

2. T-MPLS shall operate under a common operation, control and management paradigm with respect to other transport technologies (e.g. SDH, OTN or WDM)

3. T-MPLS network shall support multiple layer network instances; e.g. a T-MPLS transport network “service layer” instance in which the connections carry the customer’s (individual or bundled) service, a T-MPLS transport network “trunk layer” instance in which the connections carry aggregates of the network “service layer” connections and a transmission media layer instance in which the connections carry the aggregate of network trunk or network service connections.

4. The identification of each connection within its aggregate shall be based on labels. Connections can be aggregated into trunks by pushing and de-aggregated by popping labels. T-MPLS labels may be swapped within a connection in a layer network instance when the traffic is forwarded from one T-MPLS link connection to another T-MPLS link connection. T-MPLS pop, push, and swap label operations should be performed as defined by the relevant IETF RFCs.

5. Labelling shall make use of the MPLS label and label stack entry as defined in RFC3032.

6. A T-MPLS layer network shall support T-MPLS and non T-MPLS client layer networks and shall be able to be carried over T-MPLS and non T-MPLS server layer networks.

7. The T-MPLS transport plane shall be able to operate without any IP functionality present.

8. A T-MPLS network shall be able to be operated with a centralized NMS system

9. A T-MPLS network should be able to be operated by a centralized NMS system with the support of a distributed control plane

10. T-MPLS shall support both unidirectional and bi-directional point-to-point connections

11. T-MPLS should support unidirectional point-to-multipoint connections

12. The forward and backward directions of a bi-directional connection should follow the same path along the T-MPLS network.

13. The intermediate nodes should be aware about the binding of the forward and the backward directions belonging to the same bi-directional connection.

14. T-MPLS shall support traffic-engineering capabilities with traffic- and/or resource-oriented performance objectives.

15. T-MPLS shall support a method to offer packet loss objectives comparable to those in TDM transport networks (only due to bit errors)
16. T-MPLS should support transport and QoS mechanisms that can deliver statistical multiplexing gain. Packets exceeding the agreed traffic profile are however not allowed to enter into the T-MPLS network (i.e. they are discarded by the traffic conditioning at the ingress of the network)
17. The T-MPLS layer network shall operate independently of other layer networks (either T-MPLS or non T-MPLS).

18. T-MPLS shall support connections through a single domain

19. T-MPLS should support connections through multiple domains

20. T-MPLS shall offer as much commonality as possible with the MPLS user plane as defined by IETF. When MPLS offers multiple options in this respect, T-MPLS should select the minimum sub-set (necessary and sufficient subset) applicable to a transport network application.

OAM Requirements

21. T-MPLS should support transport network connection and performance monitoring mechanisms

22. T-MPLS OAM shall support fault management, performance management and protection switching mechanisms

23. The T-MPLS OAM shall be able to operate without any IP functionality present.

Survivability Requirements

24. T-MPLS should support transport network-style protection switching mechanisms (sub-network connection protection and trail protection)

25. T-MPLS should support transport network restoration mechanisms

26. The T-MPLS protection switching shall be able to operate without any IP functionality present.

Control Plane Requirements

Control plane requirements are for further study.
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