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ITU-T Q14/15 would like to thank the IETF CCAMP WG for the liaison statement (TD314/3), which shares progress on various work efforts that are of interest to Q12/15 and Q14/15. We appreciate the opportunity to provide inputs and comments; in particular, the opportunity to comment upon <draft-ietf-ccamp-gmpls-ason-routing-ospf-02.txt> before its last call.  Q14/15 in particular thanks CCAMP Co-Chair Mr. Adrian Farrel for his participation and providing many clarifications. Some discourse additionally took place with Mr. Farrel regarding how the IETF model constructed Calls and Connections, which led to a discussion about call control realization models and call/connection separation.  Further elaboration of G.8080 application scenarios resulted in a common understanding of the underlying call/connection architecture and its distinction from call control realization, the latter of which is relevant to  <draft-ietf-ccamp-gmpls-rsvp-te-call-01.txt>.  Salient information and comments are also provided in this liaison.

1. OSPF Extension for ASON Routing

Our comments on <draft-ietf-ccamp-gmpls-ason-routing-ospf-02.txt> build upon the Q14/15 Liaison Statement sent in May 2005 (COM 15 – LS 57). You may find a copy of the May 2005 LS at: <ftp://sg15opticalt:otxchange@ftp.itu.int/tsg15opticaltransport/COMMUNICATIONS/liaisons/TD100P_Annex_Q.html>

The comments are as follows:

1.1 Multi-layer network switching and adaptation capability 

Upon review of the interface switching capability description (ISCD) the group came to the conclusion that the ISCD requires further development. For the calculation of a route in a multi-layer network, it is necessary to provide information about the adaptation functions supported by the interface as well as the switching functions supported by a particular network element at the various network layers. Attachment-1 provides input material to the CCAMP working group for further refining the ISCD and other constructs (e.g. IACD) such that the OSPF protocol with the ASON extensions will support multi-layer networks.

This attachment also includes informative diagrams of the SONET/SDH and OTH multiplexing structures, as well as a TMF document excerpt regarding layer rate with TMF MTNM IDs that could potentially be re-used for ISCD/IACD.

Please provide us with your thoughts on the use of the information provided in the attachment and your plans to expedite the multilayer adaptation definition. 

1.2 Multiple Ri announcing on behalf of one Li 

As indicated in our liaison of May 2005 requesting the addition of scenarios for multiple Ri announcing on the behalf of an Li, the ASON functional architecture allows for deployment of ASON functional components with flexible cardinality (i.e., m:n).  To support currently deployed equipment, the routing protocol solution must maintain this feature of the ASON architecture even in its first phase.  We note that the current text in Section 5 only supports the cardinality of RC to Transport Node (i.e., Ri:Li) of 1:1 or 1:n. Being able to support other cardinalities (i.e., n:1 or m:n) is useful to allow for distribution of link reporting responsibilities among a set of RCs.  This is especially useful for supporting extremely large transport nodes in use today, such as digital cross connects, where the number of links connected to one node can be more than 5,000.

While we recognize that node splitting approaches (such as that defined in RFC 3786 to allow IS-IS to support greater than 256 Link State PDU Fragments) can be used to facilitate n:1 cardinality, performing such a split requires the creation of virtual links between the node fragments.  These links will need to be regarded as available for all possible constraints – something that is not supportable with the currently defined GMPLS link attributes.

Performing such a split also does not maintain the SNPP address structure defined in the G.8080 architecture, where the SNPP address is defined in terms of a G.805 subnetwork (i.e. Li).  This has significant ramifications on the management of this type of network element.

An alternate approach that would address the above issues, which may be considered, is removing the restriction in Section 5.1: “an Li may be advertised by only one Ri at any time.” We suggest that the above text be replaced by “a TE link is only advertised by one Ri at a time.”

After discussion with Mr. Farrel, we further recognize that the current definition of Router Address TLV does not distinguish the identifier for transport plane names (i.e., TE Router_ID) from the SC address. We also recognize that RFC3630 limits an RC to only advertising one router address TLV. While this I-D removes the restriction of one transport name per RC, it doesn’t remove the restriction of one SC address per RC. We look forward to proposals for removing this restriction.

Please provide us with your thoughts on how to accommodate these other cardinalities. 

1.3 Mandatory Link ID/Optional TE Router ID & Optional Signal Type Processing

We note that throughout the draft, there are a number of places that the processing of information elements necessary for operation of the protocol or for conformance to the ASON routing requirements are stated to be optional or non-normative.  This is especially noted with regard to the conditional use of Link ID Sub-TLV and Local/Remote TE Router ID Sub-TLV for naming resources in the transport plane topology as well as optional announcement of available timeslot information in the ISCD.  It is unclear what the reason is for making these information elements conditional/optional.

If the intent is to support areas where only some of the nodes have implemented the ASON routing extensions, we would like to point out that the ASON (G.8080) Architecture facilitates control plane elements that don’t support the ASON routing extensions by placing them in a different area of the routing hierarchy. The different areas can then use different information elements.  Therefore, we expect all nodes within a routing area using the standardized ASON routing extensions will implement all of the extensions.  This removes the need for conditional/optional information element usage.

Please provide us with your intention for supporting nodes that have not implemented the ASON routing extensions. 

1.4 Routing information dissemination and feedback loops

As discussed within Section 6 on routing information dissemination, and per the ASON link state routing requirements in G.7715.1, it is essential to avoid feedback loops that may arise when both upward and downward communication interfaces contain endpoint reachability information.  Thus, we fully agree that providing associated import/export rules is an essential element of OSPF routing protocol design.  In reviewing Sections 6.1 - 6.5 of the draft, we observed that several new mechanisms are being proposed to address this important problem.  It was observed that RFC 2966, which has already considered and addressed such issues, appears to contain an applicable, relatively simple solution mechanism (within Section 3.1) that is not specific to the IS-IS protocol.  Given RFC 2966 offers a solution that has been proven and implemented by multiple vendors, yielding the potential opportunity for reuse, we wondered whether you had identified any drawbacks in pursuing such an approach.  

Please provide us with your thoughts on the usage of this alternative method. 

1.5 New code points for evolving transport standards

As ITU-T Q14/15 identifies the need for new code points in support of evolving transport standards (e.g., for new reachability formats, ISCD/IACD), we will be counting on CCAMP WG assistance to actively facilitate the allocation of code points from IANA. (Several ITU-T sector members have already expressed interest in supporting TID/AID as an additional reachability format.) We look forward to your acknowledgment. 

1.6 Additional comments:

1.6.1 Section 2 

· In liaison statement COM 15 – LS 57, a comment was provided to the ccamp WG related to the following paragraph in Section 4 of draft-ietf-ccamp-gmpls-ason-routing-eval (published as RFC 4652):

 “Reachability information may be advertised either as a set of UNI Transport Resource address prefixes, or as a set of associated Subnetwork Point Pool (SNPP) link IDs/SNPP link ID prefixes, assigned and selected consistently in their applicability scope.”

We are pleased to see that reachability information for G.8080 Identifier has been included in the I-D. We would like to note the following points and make some corresponding suggestions.             

The current reachability advertisements do not specify if they carry TRI identifiers or SNPP addresses. If the reachability information is limited to SNPP addresses and a Directory Server is used to translate TRI names into SNPP addresses, the proposed reachability announcements are sufficient. If the proposed reachability announcements are to carry both TRI names and SNPP addresses, they need some extension to specify what type of identifier is contained. 

We suggest a clarifying note to assure the reader understands that Directory Server based approaches are also possible, and that name translations do not always have to take place in the routing protocol. Note that the Directory Server functional component is included in the draft amendment of G.8080 currently under development. 

If RFC 4652 is updated in the future, we suggest the following text to capture this clarification; e.g.,:

 “Note: While the routing protocol must be capable of supporting reachability information that includes UNI TRIs, this does not mandate that UNI TRI/SNPP name/address translation must occur in the routing protocol.  In particular, a Directory Server approach is also possible. “

It may also be useful to add this text to Section 3 of draft-ietf-ccamp-gmpls-ason-routing-ospf.

Please let us know if you have plans to update RFC 4652 and your intent regarding reflection of these input into Section 3 of this I-D.

1.6.2 Section 3 

· It is our understanding that the intent of defining the IPv4 and IPv6 prefix reachability sub-TLVs in Sections 3.1 and 3.2 is to reuse the syntax of an IP address versus intending that these be addresses in the IPv4 and IPv6 layer networks (i.e., are pingable). If that is the case, we suggest using the phrase IPv4 or IPv6 format identifier to assist in clarifying their use. 

Could you please confirm that our understanding is correct and whether you would consider adopting this clarifying phrase. 

1.6.3 Section 5 

· Section 5.1 the paragraph after the 2nd bullet, could you clarify whether the context of  “… IP connectivity” refers to SCN connectivity.

· Section 5.2: The requirement for a new local/remote sub-TLV states that the routing protocol “… MUST be able to disambiguate …” the nodes being advertised by an RC. Later in the section the text states that the sub-TLV is “optional and SHOULD” be used to identify the nodes being advertised by the RC. The level of requirement in these two statements is inconsistent. We believe that they both should be “MUST”.

Please let us know if you concur on this.

1.6.4 Section 6

a. Section 6 states the limit of the subdivision results in a RA that contains two subnetworks interconnected by a single link. It should be noted that the definition of Routing Area was updated in G.8080 amendment 2 (2/2005). The new definition is: “A routing area is defined by a set of subnetworks, the SNPP links that interconnect them, and the SNPPs representing the ends of the SNPP links exiting that routing area. A routing area may contain smaller routing areas interconnected by SNPP links. The limit of subdivision results in a routing area that contains a subnetwork.”

We suggest updating the I-D for consistency.

b. Section 6, first paragraph, the last sentence states: "OSPF routing areas containing routing areas that recursively define successive hierarchical levels of RAs can be represented by separate instances of the protocol".  From reading the text it appears the rationale for this statement is based upon RFC 2328, which includes mechanisms that distinguish one adjacency from another (in support of connectionless routing), by redistributing information from one OSPF area to another.  However, this is specific for an IPv4 layer network rather than a TE environment.  We view using separate OSPF instances as an unnecessary implementation constraint, and one that undermines OSPF’s built-in mechanism to prevent the formation of adjacencies between routers operating in different routing areas. An alternative that may be considered is using a single OSPF instance with multiple OSPF areas and defining import/export rules between the areas to implement hierarchy.

Please let us know your views on this approach. 

c. Review of Section 6.2 recommended that the selection process of the RC to disseminate LSAs upward/downward should be improved in order to provide for speedy recovery. RCs can’t perceive that the selected RC with the highest Router ID has failed until the Router Information LSA advertised by the selected RC ages out. In the worst case, it may spend 1 hour, which is specified by LS Max Age to recover from a failure of the selected RC.

d. Additional review of Section 6.2 recommended that the selection procedure should also be improved to prevent the duplication of information disseminated between the parent and child routing areas. Consider the scenarios shown in the figure below. If an adjacency is built between the two selected RCs during an initialization phase, they will continue to be the selected RCs to disseminate information between the levels, because they can’t perceive that another selected RC exists and, moreover, it remain unmodified once it has already been selected. 
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Specifically, before the adjacency is built between RC1 and RC2, both RC3 and RC4 will be selected to disseminate LSAs downward. Even if the adjacency is built, RC3 and RC4 cannot perceive whether the other selected RC exists or not. Therefore, both RC3 and RC4 will still be selected and then LSAs disseminated downward by both RC3 and RC4 will be exchanged within the child RA.

1.6.5 Section 7

· Section 7.1: The heading should be “Extension summary”. 

2. Call/Connection architecture and realization approaches

Attachment 2 below provides further elaboration of application scenarios that illustrate G.8080 call/connection control component interactions.  The G.8080 architecture may be employed to support various call control realization approaches.  It should be noted that the architecture does not dictate any particular implementation and we would request that any solution not impose such limitations.  We observe that Section 3.2 of <draft-ietf-ccamp-gmpls-rsvp-te-call-01.txt> explicitly prohibits logical call/connection control separation; i.e., call communications “piggy-backing” on connection communications.  

An electronic copy of this liaison statement is available at: ftp://sg15opticalt:otxchange@ftp.itu.int/tsg15opticaltransport/COMMUNICATIONS/index.html


Attachment 1: Input for refining ISCD and IACD

Multiplexing Structures
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Figure 6-1/G.707/Y1322 – Multiplexing structure
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Figure 7-1/G.709/Y.1331 – OTM multiplexing and mapping structures


Required Adaptation Functions

Note: the list of adaptation functions provided below is not exhaustive. However, it contains those adaptation functions that are most widely used in SONET/SDH and OTH networks. The Regenerator-Section-to-Multiplex-Section adaptation functions are deliberately omitted because there is typically no flexibility point between the RS and the MS layer.

A SONET/SDH interface can support the adaptation functions listed below. The ISCD shall therefore allow describing which of these adaptation functions are supported by the interface.

· S3/SX (X=11, 12)

· S3-X/ETH

· S4/SX (X=11, 11*, 12, 3)

· S4-X/ETH

· MS1/SX (X= 4)

· MS4/SX (X= 4, 4-4c)

· MS16/SX (X= 4, 4-4c, 4-16c)

· MS64/SX (X= 4, 4-4c, 4-16c, 4-64c)

· MS256/SX (X= 4, 4-4c, 4-16c, 4-64c, 4-256c)

An OTH interface can support the adaptation functions listed below. The ISCD shall therefore allow describing which of these adaptation functions are supported by the interface.

· OTU1/ODU1 

· OTU2/ODU2 

· OTU3/ODU3 

· ODU2P/ODU1 

· ODU3P/ODUX (X= 1, 2)

· ODU1P/RS16 asynchronous
· ODU1P/RS16 bit synchronous
· ODU1P/ETH

· ODU2P/RS64 asynchronous
· ODU2P/RS64 bit synchronous
· ODU2P/ETH

· ODU3P/RS256 asynchronous
· ODU3P/RS256 bit synchronous
· ODU3P/ETH

· ODU1P-X/ETH

· ODU2P-X/ETH

· ODU3P-X/ETH

Layer Rates (subset of Layer Rates in TMF MTNM Supporting Document)

Specification of Standardised Layer Rates

	ID
	Layer Identifier
	Object Naming String
	Description

	13
	LR_Low_Order_TU3_VC3
	tu3_vc3
	VC3 SONET/SDH path signal

	104
	LR_OCH_Data_Unit_1
	odu1
	Optical channel Data Unit 1
(trail and tandem connection monitoring/termination)

	105
	LR_OCH_Data_Unit_2
	odu2
	Optical channel Data Unit 2
(trail and tandem connection monitoring/termination)

	106
	LR_OCH_Data_Unit_3
	odu3
	Optical channel Data Unit 3
(trail and tandem connection monitoring/termination)

	107
	LR_OCH_Transport_Unit_1
	otu1
	Optical channel Transport Unit 1 (trail termination)

	108
	LR_OCH_Transport_Unit_2
	otu2
	Optical channel Transport Unit 2 (trail termination)

	109
	LR_OCH_Transport_Unit_3
	otu3
	Optical channel Transport Unit 3 (trail termination)

	14
	LR_STS1_and_AU3_High_Order_VC3
	sts1_au3
	AU3 SONET/SDH path signal

	15
	LR_STS3c_and_AU4_VC4
	sts3c_au4
	SONET/SDH path signal

	16
	LR_STS12c_and_VC4_4c
	sts12c_vc4_4c
	12xSTS-1/4xVC4 Contiguous Concatenation

	17
	LR_STS48c_and_VC4_16c
	sts48c_vc4_16c
	48xSTS-1/16xVC4 Contiguous Concatenation

	18
	LR_STS192c_and_VC4_64c
	sts192c_vc4_64c
	192xSTS-1/64xVC4 Contiguous Concatenation

	92
	LR_STS768c_and_VC4_256c
	sts768c_vc4_256c
	768xSTS-1/256xVC4 Contiguous Concatenation

	10
	LR_VT1_5_and_TU11_VC11
	vt15_tu11*)
	VC11 SONET/SDH path signal

	11
	LR_VT2_and_TU12_VC12
	vt2_tu12*)
	VC12 SONET/SDH path signal

	12
	LR_VT6_and_TU2_VC2
	vt6_tu2
	VC2 SONET/SDH path signal


*) ds1_vt15_vc11: used for 2-layer CTPs (PDH adaptation of VC-11 into TU-12)
In addition to the adaptation capabilities of an interface, it is also necessary to describe the switching capabilities of the network element. This information tells the other network elements in the network domain whether the NE disseminating this information has a switching function that can cross-connect particular signal types (e.g. VC-4, VC4-4c, etc.) from one interface to another interface. These switching functions are illustrated by the ellipses in the figure below. The ISCD shall include this information. If the NE does not provide a switching function for a particular layer, the signal can only be terminated on that interface and adapted to the subsequent client layer.

The following figure provides an example of a STM-16 interface that supports particular adaptation functions and switching capabilities. 
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Figure 3: Example Functional Model for an SDH Interface with Flexible Adaptation

Abbreviations (‎[2], ‎[4])

AU
Administrative Unit

AUG
Administrative Unit Group

AU-n
Administrative Unit, level n

HO
Higher Order

LO
Lower Order

MSn
Multiplex Section layer, level n (n = 1, 4, 16)

RSn
Regenerator Section layer, level n (n = 1, 4, 16)

OCh
Optical Channel

OChr
Optical Channel with reduced functionality

ODUi
Optical Data Unit of level i

ODU[i]j
Optical Data Unit of level j and i (i is optional; i < j)

ODUk
 Optical Data Unit of level k

ODUkP
Optical Data Unit of level k, Path

OPSn
Optical Physical Section of level n

OPU
Optical Payload Unit

OTS
Optical Transmission Section

OTSn
Optical Transmission Section of level n

OTU
Optical Transmission Unit

OTUk
Optical Transmission Unit of level k

OTUkV
Optical Transmission Unit of level k, functional standardized

S11
VC 11 path layer

S12
VC 12 path layer

S2
VC 2 path layer

S3
VC 3 path layer

S4
VC 4 path layer

Sm
Lower order VC-m layer (m = 11, 12, 2)

Sn
Higher order VC-n layer (n = 3, 4, 4-Xc) or lower order VC-3 layer

TUG-m
Tributary Unit Group, level m

TU-m
Tributary Unit, level m

VC-n
Virtual Container, level n
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Attachment 2: Call/Connection Control Components Interaction Examples
Following is a description of the application of the G.8080 control plane component architecture model to two scenarios:

(1) An Ethernet service being supported over an SDH network employing VCAT/LCAS for single and multiple domains

(2) SNC protection

Scenario 1

A request for Ethernet private line service is received by the Eth NCC either via UNI signaling or directly from an OSS.  
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The service is to be provided by VC-4 connections using GFP mapping with VCAT/LCAS active.  The NCCs at the various layers map between the name spaces and translate the service request into a number of VC-4 connections.  The VC-4 connection routes are computed, and then the VC-4 connections are established.  Finally, the termination functions are configured (in coordination with the NCC).  This network configuration for an intra-domain case is illustrated in the following figure.


[image: image7.wmf] 

GFP mapping

Vcat

/

LCAS

Ethernet

VC

-

4

Eth NCC

Aggregate NCC

VC

-

4 NCC

VC

-

4 NCC

Eth NCC

Aggregate NCC

VC

-

4 NCC

VC

-

4 NCC

VC

-

4 CC

VC

-

4 CC

VC

-

4 CC

VC

-

4 CC

VC

-

4 connection signaling

call controller communication

VC

-

4 connection


The following points should be noted:

· The Ethernet call is supported by a call at the aggregate service rate

· The aggregate call controller coordinates the VCAT/LCAS components with the addition/removal of VC-4 connections via the VC-4 NCCs

· See Attachment-3 for some example VCAT/LCAS scenarios

· The aggregate call is supported by 1 or more VC-4 calls

· Each VC-4 call is supported by 1 or more VC-4 connections

Now let us consider an example of a multi-domain case, illustrated below.  In this example, there are four domains (A, B, C and D) that are owned by different network operators and the Ethernet service is supported by VC-4s carried through both B and C.  This requires the supporting VC-4s to be in different calls; i.e., two VC-4 calls A-B-D and A-C-D.
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Scenario 2

An example is provided regarding the role of the Call Controller and Connection Controller in SNC protection such as 1+1.  In this case, the protected VC-4 connection is supported by 2 unprotected VC-4 connections.  The VC-4 NCC is responsible for the configuration of the SNCP hardware and coordination between the connections.  While additional call controller messaging is used, connection routing/signaling is not impacted.  The figures are analogous to that for the previous VCAT/LCAS scenarios.

Attachment 3 – Example Scenarios for application of LCAS function

A one leg-addition scenario in ASON is shown in Figure 1, and a one leg-deletion scenario in ASON is shown in Figure 2.
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                 Figure 1: Scenario for leg addition
 Figure 2: Scenario for leg deletion
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