Disposition of ITU-T Review Comments on draft-ietf-mpls-tp-survive-framework-04.txt
General comments:

1. The document contains too many repetitions and it is difficult to understand whether they are consistent to each other. For example protection switching triggers are described in section 1.1, 1.2 and 4.1. 

It is hard to provide a valuable response to this comment because it is so vague. Had you provided more specific examples of repetition then each could have been addressed in its own right. Unfortunately, we are only able to address the one example you have provided.

On inspection of the document, we do not find a description of triggers in Section 1.1.  Section 1.2 includes an introductory explanation of the term "trigger" to set context for the document without giving a detailed description. Section 4.1 provides the detailed explanation of triggers. 

To reduce confusion, we have included a forward reference to Section 4.1 from Section 1.2.

2. The description does not appear to be fully consistent with the claimed scope. For example, general description (applicable to both LSP and PW) is not clearly decoupled from LSP specific description. 

This comment is very general and non-specific such that it is hard to produce any changes to the document. Specific indications or section numbers might help to understand the point you are making.

In Section 1.4 (within the section that describes the scope of the document) we find "The general description of the functional architecture is applicable to both LSPs and pseudowires (PWs)." This obviously gives some context to your comment. But immediately afterwards we have (to quote the text in the version 05 revision) "… however, PW recovery is only introduced in Section 7, and the relevant details are beyond the scope of this document and are for further study."  This clearly shows that the PW and LSP descriptions are decoupled to the extent that the PW descriptions are not even present in this document except for a high-level introduction in Section 7.
3. The introduction states that PW recovery is out of scope, but the draft includes section 7 Pseudowire Protection Considerations and in particular 7.2. Recovery in the Pseudowire Layer. 

a. Please clarify. 

Your observation that PW recovery is out of scope is accurate (see point 2, above). Note also that Section 7 states "… the functional architecture described in this document applies to both LSPs and pseudowires.  However, the recovery mechanisms for pseudowires are for further study and will be defined in a separate document by the PWE3 working group."

This explanation may be advanced by understanding that a new draft (draft-sprecher-pwe3-mpls-tp-survive-fwk) is currently planned to cover elements of pseudowire recovery.

b. If the Pseudowire is considered, what is it: a separate layer, a client signal, or a path? 

The way in which pseudowires fit into the MPLS-TP architecture is described in draft-ietf-mpls-tp-framework which is a normative reference.


c. Also the titles of 7 and 7.2 are one example of the terms protection and recovery being used inconsistently. 

Thank you. The titles have been corrected.

4. The draft also describes fault isolation and fault reporting: However fault isolation is not required to initiate recovery action (and in some cases may delay recovery). The fault only needs to be isolated to the recovery domain that can (and will) take action. Fault isolation and reporting should be covered in the OAM framework. 

As responded in our previous liaison, we agree that fault isolation is not required to initiate recovery action and can be isolated to the recovery domain that can take action. However, as explained in our previous liaison, fault isolation may facilitate more optimal restoration within the recovery domain as the restoration path can be established to avoid only the faulted resource (rather than avoiding all resources used by the failed working path).

We are not able to comment on material outside the context of this document.
5. The framework does not include any consideration of multiple faults or the impact of MTTR (mean time to repair) on availability. 

This observation is correct and we are not sure what, if anything, you are proposing.

Multi-fault scenarios are simply multiple different single fault scenarios. Note that if you break an end-to-end path into separate protection domains each of which can survive one fault, you will observe that you have simply deconstructed the problem into multiple single fault scenarios. Or is it that you are looking for a discussion of m:n protection? If you have suggestions for text you would be welcome to propose them.

MTTR is, in our opinion, not relevant for a discussion of survivability. For example, MTTR is measured in "truck-roll time" but protection is measured in tens of ms, and restoration in hundreds of ms. One would not configure the hold-off time to consider the MTTR!
6. The framework mentions various types of shared protection but does not make it clear what is being shared. The label, allocation of capacity on the server, reservation of server capacity. For example if two protection LSPs "share" a common server LSP but each has its own capacity reservation and hence both can be accommodated simultaneously, is this considered shared. If the reservation for capacity is shared between several protection paths we need a means to notify the other working paths if one of them is occupying the protection paths - i.e. they are in effect unprotected. The current text in 4.3.2 indicates some of the consequences but offers no guidance on how the action can be controlled. 

Clearly there are two interpretations of "to share." They both mean "to make common use of", but as you note, the implications are different between sharing a link where there is scope for simultaneous use, and sharing capacity where only one use can be made at any time. The intention of Shared Protection is to facilitate the latter case and so 4.3.2 talks about "sharing resources". 

This still leaves the question: what is a resource? The meaning is inherited from RFC 5654, but is not firmly described even there – there are some implications in that document that "resources" mean allocatable things such as capacity and labels where only one active use of the thing can be made at any time. A useful definition of "resource" in the IETF context together with its mapping to ITU-T terminology may be found in Section 3.2 of RFC 4397. We have added a reference to the end of Section 4.3 to make this a little clearer.

You are correct in your understanding of shared mesh protection. Just as in 1:n protection, when recovery is actioned, the protection resources become used to carry working traffic, and the other paths can no longer be protected. You also correct to note that the coordination of protection state between the end points of LSPs involved in shared mesh protection can be quite complex.

We have added two paragraphs on these topics to Section 4.3.2.

7. The terminology in this document is not always consistent: 

a. The document is using both “connection” per G.805 and “transport path” per RFC 5654 terms. According to RFC 5654, the two terms are identical. It is simpler to read the document if only one term is used. 

Agreed. We have changed this except in Section 5 where the G.805 interpretation may be more clear.

b. The usage of the terms “defect”, “failure” and “degradation” is a little bit confusing. It is proposed to use the term “defect” to indicate a condition detected by an MPLS-TP node in case of “failure” or performance “degradations” events. As such, it is the detection of a “defect” that triggers protection switching in case of “failure” or performance “degradation”. 

We tried to normalise these terms in response to your previous liaison and were trying to achieve the distinctions that you have set out here. We have changed the text in Section 2 to reference G.806 and to specifically define terms for use in this document.

c. The use of the terms “recovery”, “protection” and “restoration” is not always consistent (see also detailed comments). 

Thank you for the detailed comments. We have fixed the typos (see the detailed comment resolutions below).
Detailed Comments:
Abstract: Proposed insertion of "rapidly"
We feel that "rapid" is subjective and that restoration is certainly not as rapid as protection. Since survivability includes both protection and restoration, and to avoid debates about subjective speed, we prefer to not include this word.

Abstract: Proposed deletion of "disruption"

Agreed.

Comment Italo Bus1

Agreed as above.

Comment Italo Bus2

Agreed
Comment: Italo Bus3
Proposed change of "protection of pseudowires" to "recovery of pseudowires"

Agreed
Introduction: Proposed insertion of "rapidly"

See comment for identical proposed change in the Abstract.
Comment: Italo Bus4

Agreed (and also changed in Abstract)
Comment: Italo Bus5
Agreed
Comment: Italo Bus6
Agreed that RFC 5654 should not be mentioned here.
Thanks for the new text for referencing  RFC 5654 later.

Comment: Italo Bus7
Note that restoration is not in the scope of G.808.1 so it was not possible for RFC 4427 to be completely dependent on that Recommendation. 
We think that if RFC 4427 "draws heavily on" G.808.1 it is bound to be "consistent with" the Recommendation. Perhaps our use of language is a little relaxed, but ultimately the relationship between the two documents is defined in RFC 4427 and not in this draft.
If you look at RFC 4427 you will find text such as:

The terminology proposed in this document is independent of the underlying transport technologies and borrows from the G.808.1 ITU-T Recommendation [G.808.1] and from the G.841 ITU-T Recommendation [G.841].
You have not proposed any specific change, and we have not changed the text.
Comment: Italo Bus8
Thanks for the proposed text. Accepted.
Section 1.1: Proposed deletion of "normally"
Agreed

Section 1.1: Proposed insertion of "in the case of failure or"
As per General Comment 7b, we have taken more care about terminology definition in Section 2 so that this text can now read "detection of a defect" with reference to degradation being deleted.
Section 1.1: Reformatting of paragraphs
Accepted but converted to bullets
Comment: Italo Bus9
Good reworking of the text. Thanks.
Section 1.1: Proposed addition of "also coordination of the recovery at both ends is required"
Agreed. Change made using slightly different words.
Comment: Italo Bus10

Good addition, thanks.

Comment: Italo Bus11
Yes, it is helpful to note that restoration is not guaranteed. We have slightly reworked your proposed text.
Comment: Italo Bus12
Section 1.2 was split from Section 1.1 in response to ITU-T comments in the previous review of this document!
However, you make a good point that several paragraphs in this section did not seem to be relevant to the section title. We have made several changes to the text of those paragraphs to bring them into line with the intention of the section.
Comment: Italo Bus13
We believe that all protection and restoration actions are ultimately applied in the data plane since the purpose is (of course) to recovery the ability to deliver traffic in the data plane.
Rereading this paragraph, we believe we can slightly clarify it and have updated the text.
Comment: Italo Bus14
Accepted
Comment: GA15

Comment subsumed by Comment: Italo Bus16. No further action required.

Comment: Italo Bus16

Agreed

Section 1.2: Proposed change "independent" to "independently"

We believe that our English usage is correct and have made no change. If there is a problem it will be fixed by the RFC Editor.

Comment: Italo Bus17
Paragraph break inserted.

Comment: Italo Bus18
References added.
Section 1.2: Proposed change of " Protection State Coordination (PSC)" to "Automatic Protection Switching (APS)"
As discussed on the MPLS-TP mail list as part of the working group last call, the terms APS and PSC cause a lot of confusion and dissent. To avoid this, we have removed both acronyms and used generic language throughout the document. Thus, for example, the text in this paragraph is changed to read:
An MPLS-TP protocol may be used as an in-band (i.e., data-plane based) control protocol in order to coordinate the protection state between the edges of the protection domain.

Section 1.2: Proposed change " protected" to " protection"
Agreed
Section 1.2: Proposed insertion "When the MPLS-TP control plane is in use…"

Agreed

Comment: Italo Bus19
Correct. We have added this as an example.
Comment: Italo Bus20

Agreed.

Comment: Italo Bus21
Agreed that this text is a bit messy, but we think it is useful to talk about fate sharing in this section. In the absence of a specific proposal for the text, we have left this as it is.

Comment: Italo Bus22
Good catch. Fixed.
Comment: Italo Bus23
Agreed.
Comment: Italo Bus24
Agreed.
Comment: Italo Bus25

Agreed.

Section 1.4: Proposed change "at" to "across"
Agreed
Section 1.4: Proposed change to text on race prevention
Agreed.
Comment: Italo Bus26
Agreed.
Comment: Italo Bus27
We intended to refer to providing different recovery levels for different settings of the TC bits on the same LSP. But we didn't want to talk about bits and bytes. We have polished the text.
Section 2: Definition of "defect"
This has been updated in line with General Comment 7b.
Section 2: Definition of "trigger"
Agreed.
Comment: Italo Bus28
Agree with your generalisation, but we have used "transport path" not "connection".
Section 2: Proposed change "restore" to "recover"
Agreed
Section 2: Proposed insertion of "requirements"
Agreed
Section 3

In response to working group last call comments and in consideration of several points raised in the previous ITU-T review, we have agreed to remove all of the restated requirements from Section 3 leaving just the first paragraph. This means that the following points do not need to be addressed:
· Italo Bus29
· Italo Bus30

· Section 3.2 bullet 1

· Italo Bus31

· Section 3.5 deletion of statement on "trigger"

Section 4.1: Proposed edits
OK
Section 4.1.1: Title change

Agreed

Comment: Italo Bus32
This is a good point, and we have tried to make the suggested separation.
Comment: Italo Bus33

Agreed, but using the term "transport path" instead of "connection"

Comment: Italo Bus34

Agree that this text was not easy to read. Rather than deleting it as you suggest, we have tried to rewrite it for clarity.

Page 15: Proposed edits
OK

Comment: Italo Bus35
We understand your desire to align the operator commands with the definitions in G.808.1. However, as described previously and in RFC 5654, our base reference starts with RFC 4427 that, itself, references G.808.1. Section 4.13 of RFC 4427 gives a list of "external commands" that we are confident are aligned with G.808.1.
Since this section is only giving a high-level view of the types of operator commands that can be issued, we won't change the text, but we have added a reference to section 4.13 of RFC 4427.

Section 4.1.2: Proposed change to title
Agreed
Section 4.1.2: Proposed deletion of "or failures" twice
Agreed
Section 4.1.2: Proposed change "a defect or failure" to "a failure condition"

OK
Section 4.1.2: Proposed deletion of text
Agreed
Section 4.1.2: Proposed change in second paragraph
The effect of this change would be to state that defect-triggered actions require data plane message exchanges to trigger the recovery action. But this is not the case.
It is true that the defect may be detected by the failure to receive a data plane message or by an OAM message in the data plane, and data plane messages may be used to coordinate protection state in the cases where it is needed. But the data plane message exchange is not required to achieve the trigger (compare with Section 4.1.3). Examples of the trigger events for this section are given in the first paragraph in this section.

No change has been made to the text.

Section 4.1.3: Proposed re-write
These proposed changes are substantially OK, but a few details are not correct. You suggest:
In this context we are concerned with the use of these messages to detect network defects that trigger survivability actions.
We note three points:
1. We are also concerned with triggers that are themselves OAM messages. That is, an instruction or report that is carried in an OAM message. We have retained text to cover this case.

2. Your text implies that the network defect triggers the survivability action. If this was the case, there would be no need to use OAM messages to detect the defect.
3. We agree that the solution will probably (definitely?) require the instantiation of a MEG, but we would prefer to leave the discussion of MEGs to the OAM Framework.
After applying your changes, but retaining the intended meaning we end up with:
OAM signaling refers to data plane OAM messages.  Such messages may be used to detect and isolate faults or to indicate a degradation in the operation of the network. However, in this context we are concerned with the use of these messages to control or trigger survivability actions. The mechanisms to achieve this are discussed in [MPLS-TP-OAM-Framework].
Section 4.1.3: Proposed change in second paragraph
The meaning of "OAM signaling" has been given in the previous paragraph so there is no need to make your proposed change which might actually be confusing.
Section 4.1.4: Proposed deletion of "and failures"
Agreed
Comment: Italo Bus36

Your understanding of the potential use of the control plane for reporting defects is correct. For example, through the signaling protocols or through the routing protocols. 

The control plane may also be used to isolate faults. For example, using LMP.

The concept of "reporting of Server Layer faults" in your comment is ambiguous. Any fault can be reported in a layer once the information about the fault has been passed to that layer. On the other hand, if an integrated (i.e. multi-layer-capable) control plane is used, it could report about faults in multiple layers.

We don't believe that any further clarification is needed to the text, however, we have added a forward pointer to draft-ietf-ccamp-mpls-tp-cp-framework to help people who are less familiar with the capabilities of the control plane.
Section 4.2.1: Proposed deletion of "incorrectly"
Good catch of non-PC word. Thanks.
Comment: Italo Bus37
Segment protection is likely to become an important element of pseudowire protection, but remains an item of study in the PWE3 working group. As noted in this draft, a full description of pseudowire protection is delegated to a separate document.

We don't believe any change is needed for this comment.

Section 4.2.2: Proposed deletion of paragraph on pseudowire segments
No reason is given in your liaison for this proposed deletion, although it is possibly linked to Comment: Italo Bus37. As noted above, segment protection is only known to be applicable to LSPs at this stage – applicability to pseudowires may be determined in the future.
For these reasons, we feel that the paragraph should be retained to both clarify the terms and observe that the applicability to pseudowires is out of scope.
Section 4.2.2: Proposed minor edits.
All agreed except "connection" for which we have used "transport path"
Comment: Italo Bus38
End-to-end recovery is applicable to LSPs and pseudowires. We have generalised the text using "transport path" rather than "connection".
Comment: Italo Bus39
This is an important point. As you note, the scheme you describe is not actually end-to-end protection, but is end-to-end switching to provide partial protection. It is important to distinguish these two cases and we have added a paragraph to describe this.
Section 4.3: Proposed change of "fault"
You are correct: we meant "failure". No need to talk of "degradation" as this is covered in "failure" as defined in Section 2.
Section 4.2: Proposed minor editorials

OK

Comment: Italo Bus40

OK

Comment: Italo Bus41

OK. Removed all mention of "cost", but retained an explanation of the underlying trade-off issues.
Section 4.3.1: Proposed change to "connection"
As before, we have used "transport path"
Section 4.3.1: Proposed changes about extra traffic
Extra traffic is not precluded in MPLS-TP. This has been discussed multiple times and is clearly stated in RFC 5654 section 2.5.1.1.
We have not made your change as this would be in contradiction with the MPLS-TP requirements RFC.
Section 4.3.1: Proposed change of "service" to "LSP" (twice)

We have changed this to "transport path"
Section 4.3.1: Proposed deletion of mention of "extra traffic"
As described above, extra traffic is in scope for MPLS-TP. We should not, therefore, remove this text.
Comment: Italo Bus42

The case being covered here is not that a path is well-known to be unprotected, but where policy is applied at the time of protection action, and that policy may (or may not) result in the path being protected. We have added text to clarify this point.
Section 4.3.2: Proposed deletion of "expensive"

OK
Section 4.3.2: Proposed editorial change with respect of rapid recovery.
We think that the original text identifies explicitly that there are two trade-offs; the second is with respect of rapid recovery. We don't believe any change is needed to highlight this point further, and that your proposed changes would lengthen the sentence too much.
Section 4.3.2: Proposed removal of reference to the expense of network resources
Agreed
Section 4.3.3: Proposed removal of text relating to extra traffic
Such a large proposed change without any explanation is open to various interpretations!
We are assuming that you believe that extra traffic does not form part of the MPLS-TP work-effort. However, to quote from RFC 5654 section 2.5.1.1:
Note: Support for extra traffic (as defined in [RFC4427]) is not required in MPLS-TP and MAY be omitted from the MPLS-TP specifications.

This certainly does not say that extra traffic must be omitted from MPLS-TP specifications. Furthermore, it seems to explicitly allow that extra traffic can be included from MPLS-TP specifications. If any MPLS-TP specification might include extra traffic, this should clearly be included in the framework.
But please note that including extra traffic in the framework does not place any requirements on MPLS-TP specifications or implementations to include support for extra traffic. It simply describes how it works if it is present.
For the avoidance of doubt, we have included a specific quote from and reference to [RFC5654].
Also, to be completely sure about consensus on this point, we have polled the MPLS-TP mailing list.
Section 4.3.3: Final paragraph
Oops! This text is very old and plain out of date.
We have updated it to give a precise reference to RFC 5654 and move it to the top of the section.
Comments: HvH43 and HvH44
These two comments relate to how the different component functions of restoration may be phased.
Restoration comprises:
1. computation of the route of one or more candidate restoration paths

2. selection of a restoration path

3. establishment of the restoration path using the management or control plane (puts state in place but does not reserve resources or activate the restoration path)

4. resource reservation (if needed) along the restoration path

5. activation of the restoration path at every hop of along the path

6. restoration of the traffic (by switching it onto the restoration path)

Clearly, steps 5 and 6 happen only after the fault condition (otherwise it would be considered as protection). Steps 1 through 3 can be performed in advance of the fault. Indeed, there are some very old and stable TDM networks deployed using this principle.
Step 4 is a bit more debatable. There are certainly some cases where it could be considered as an operation carried out in advance of the fault and yet not commit the network in the same way as for protection.
We suggest that you read RFC4428 carefully and come back to us if you have any further questions.
In conclusion, we do not believe there is any contradiction or error in the current text, and since you have not proposed any specific changes, we will leave the text as it is.
Comment: HvH45
Consider a 10G working link where there is only a 5G link available for backup. In this case we may still configure the 5G link as the protection link, but we have to recognise that if the working link is carrying more than 5G of traffic it cannot all be protected. This means that some LSPs or some of the traffic on some of the LSPs cannot be protected.
The likely result is that the first 5G-worth of LSPs (where "first" is a policy/priority determination) is seamlessly protected at the link level and is unaware of the fault. Any LSPs over the 5G limit will need to be protected at some other level (e.g. through LSP protection as you suggest).

We believe that the detailed text in this section already makes these points and no change is need to address this comment.

Section 4.4.1: Proposed insertion of "working"
Agreed
Section 4.4.1: Proposed removal of text about extra traffic

As previously discussed, we believe that this text should remain.

Comment: Italo Bus46
The marked text is certainly confusingly written. Sorry.
Our intention was not to describe protection in layered networks (that is found in Section 4.7 as you note). 

We wanted to describe the interactions between the different levels of protection. For example, should segment recovery be attempted before end-to-end recovery?

In many senses this can be considered in the context of recovery domains since we look at the domains as nested, and we can configure hold-off timers for each domain. However, the concept of recovery domains can be confusing since each transport path may have different domain boundaries and different behaviors.
We have tried to clarify this text instead of deleting it.

Section 4.4.1: Proposed change "link level" to "section level"
Agreed.
Comment: Italo Bus47

This text does not define any new requirements. RFC 5586 defines a mechanism to establish OAM communications in the section layer; no further additions are required. Mechanisms to switch at the end of a link are an implementation matter and are subject to configuration, or are a feature specific to a server layer.
Section 4.4.2: Proposed insertion of "linear"
Agreed
Comment: Italo Bus48

Thanks for the compliment.

You may be right that moving this section to the top of section 4 would be better. On the other hand, as you note in Comment Italo Bus49, there are some dependencies betweedn this text and text in other sections. The problem is: do we define domains before we talk about protection mechanisms, or do we talk about protection mechanisms before we talk about domains? They both refer to each other!
The ordering of the sections does not seem to be very important and so we have left it as it is.
Section 4.5: Proposed typo fixes
Thanks

Section 4.5: Proposed change wrt necessary and sufficient conditions
Accepted in principle. We have used slightly different wording.
Section 4.5: Proposed change wrt OAM FM and PM
Agreed
Comment: Italo Bus50
There was a typo here. The text intended to introduce the following sections 4.6.1 and 4.6.2 (now 4.7. and 4.8). We have clarified that.
You are also right that the subsequent text does not "introduce" domains. We have fixed this to say "develop the concept".

Comment: Italo Bus51
Your comment is that it looks like we are saying that linear protection only applies to mesh networks. This is not our intention. We are trying to say that in mesh networks you use linear protection. The next section (now 4.8, was 4.6.2) describes ring networks. That is, both sections are in the context of "4.6 Protection in Different Topologies".
We have addressed your comment by explaining more clearly that the section is limited to the consideration of mesh networks.
Section 4.6.1: Proposed changes in paragraph 1
Generally accepted. We tried to retain consistency between terminology as raised in some of your earlier comments.
Section 4.6.1: Proposed changes in paragraph 2
Good change to the reference.
A protection domain is not limited to applicability to linear protection, so we have not made that change.
Comment: Italo Bus52
Good catch. We got 1:n upside down!
However, we think that although m:n is not required it is also not precluded.
So we have left the definition of the group as allowing m:n.
Comment: Italo Bus53
You are right that this material is covered elsewhere.
But note that this bullet is providing a definition of the protection group and it is important to complete the definition by explaining the qualities of the group members.
Comment: Italo Bus54
This is explained in the answer to HvH45.
Comment: Italo Bus55
Good point. We have worked to generalize the text.

Comment: Italo Bus56
Agreed
Section 4.6.1: Proposed changes just before 4.6.1.1

We have tidied the text.

Comment: GA57
Agreed. We have renumbered around this.
Comment: Italo Bus58

It is certainly not mandatory to support this scheme, but we believe that some operators may wish to deploy it. It does not take any significant additional effort to implement it. We have left this text in place.
Comment: Italo Bus59
Good changes. Thanks.
Comment: Italo Bus60
It is unclear how your comment applies to the text you have deleted.
A coordination mechanism is needed in 1:n (which is the subject of this section), but is also needed because of the bidirectional nature of the protection.
We believe the text should stand.
Section 4.6.1.1: Proposed changes at end of page 28

Insert "bandwidth"

OK

Replace "less priority traffic" with "best effort traffic"

We do not think this is correct. We have fixed the language in this text, but we believe that priorities (protection and preemption) apply in this case.
Comment: Italo Bus61

The discussion of extra traffic is well rehearsed earlier in these notes.

Section 4.6.1.1.: Proposed changes at the top of page 29
We have added your proposed text.
Comment: GA62
Good catch. Thanks.
Comment: Italo Bus63
The text you have indicated refers to the restoration of the traffic, not to reversion. In the case of 1+1 protection, when the fault is repaired, the traffic is restored to the broken path (the old working path). It is then a choice whether there is reversion or not.
Comment: Italo Bus64
You are correct that this has already been described in general. This text is specific to the case of 1+1 and is helpful to clarify the distinction between restoring the traffic onto the (previously) failed path and the concept of reversion.
Comment: Italo Bus65

You are right. In fact, this text had been orphaned from the previous paragraph on 1:1 protection. We have joined it up again.
Section 4.6.1.1: Proposed addition of "yet"
Agreed
Comment: Italo Bus66
We feel that this section adds considerably more detail than is present in Section 4.1. This section gives information within the context of the section and leads towards the specific solutions that may be employed.
Section 4.6.1.2: Proposed editorial changes to first, second, and fourth bullets
OK
Comment: Italo Bus67
Yes. We deleted text and made references.
Comment: Italo Bus68

Correct. And thanks for catching the stack inversion!
Comment: HvH69
No request for action is made by this comment.
Comment: GA70
Yes. We have renumbered the sections.
Section: 4.6.1.4: Typos after Figure 3
Thanks
Section 4.6.2: proposed change "Different" to "Various"
OK
Section 4.7.2: Proposed editorial changes
OK
Comments: GA71, GA72
Good catch. We have placed the expansions of S-PE and T-PE at the top of 4.2.2 where they are first used.
Comment: GA73
Thanks. Fixed in the table.
Comment: HvH74
Thank you. Text corrected.
Section 6.4.1: Proposed typo fixes
Agreed
Comment: GA75
Wow! Yes. We got this wrong multiple times in the document. All fixed.
Comment: GA76

Yes. Thanks. Reworded.
Comment: GA77
Yes. We have worked on the text to sort out the meaning. Our intention was to show that there may be some motivation for use of the control plane in some circumstances.
Section 6.5.5: Proposed modifications
OK
Comment: GA78
The two sentences are outside the scope of the section and we have removed them.s
