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1.
Introduction

This document contains the Draft Amendment 1 of G.8121 that adds following items:

1. Add missing MI_OAM tools that are not considered in AAP

2. Add OAM behaviors (LCK and APS) in clause 8.6 

3. Add defect correlations, and consequent actions in clause 9.2 that are not considered in AAP 

4. Matching defects between Clause 6.1.3 and Table 6-2. And update the caption for Fig 6-2 to match Table 6-2 

5. Pseudocode describing the G-ACh Extraction process 

6. CW processes (Clause 8.5) update 

7. Description of AIS and LCK reception and LKI (Lock Instruct) description for Clause 8.8 

8. Update (clean up) the text in 8.8 

9. Remove “Label Stack Copy Process” description in  clause 9.3.1.2 

10. Clarification on PHB signal behavior in clause 9.4 

11. MTDx/MT_A update (clause structure) 

12. Add and define MI_MEL, pFCSErrors, and  fix CWenable for MT/ETH_A_Sk
13. Update Figure 1 in align with draft Figure6-1/G.8152
14. Removal of MI_MEG_ID and MI_PeerMEP_ID from Table 9-7 and Figure in 9-16, MTDe_TT_Sk
15. Update Structure for clause 9.4.1. New sub-clause of 9.4.1.2 (MTDe/MT_A) will be created, although this is an empty function. The clause numbers for MTDe_TT are renumbered.

16. Update and amend MI_CV_Series and MI_CV_Series_Result in clause 9.4.1 (MTDe_TT_So)

17. Update clause 11.4 - ETH/MT_A is introduced
18. New clause 8.9 - Dataplane loopback process is introduced. As the consequence, clause 9.4.1 is updated
19. New appendix to G.8121 to aid understanding of the flow of PHB information through MEP and MIP 

Draft ITU-T Recommendation G.8121
Characteristics of MPLS-TP equipment functional blocks

Amendment 1

Summary

Amendment 1 of Recommendation G.8121 provides:
· Updating the CW (Control Word) processes
· Updating some Insert/Extract processes and MIs for OAM such as AIS, LCK,and APS 
· Add new OAM process for AIS/LCK reception and Lock Instruct process

· Add new process for Dataplane Loopback

· Update Trail Termination and Adaptation functions in align with the update each process
· Some editorial updates
Reference

[ITU-T G.8121]

ITU-T Recommendation G.8121, “Characteristics of MPLS-TP equipment functional blocks”, 09/2012
Text correction for ITU-T G.8121
1) Clause 1, Scope

Replace Figure 1 as below:
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2) Clause 2, Reference 

Add Following references:
[IETF RFC 5332]
IETF RFC 5332 (2008), MPLS Multicast Encapsulation. 

3) Clause 4, Abbreviation 

Add Following Abbreviation
LKI

Lock Instruct
4) Clause 6.1.3, Connectivity Supervision
Update as below:
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Figure 6-2/G.8021/Y.1341 – Defect detection and clearance process for dMMG, dUNM, dUNP, dUNC, dAIS, dLCK and dCSF
Figure 6-2 shows a generic state diagram that is used to detect and clear the dMMG, dUNM, dUNP, dUNC, dAIS, dLCK and dCSF (dCSF-LOS, dCSF-FDI, and dCSF-RDI) defects. In this diagram <Defect> needs to be replaced with the specific defect and <Event> with the specific event related to this defect. Furthermore in Figure 6-2 3.25 ≤ K ≤ 3.5.
Figure 6-2 shows that the Timer is set based on the last received period value, unless an earlier OAM packet triggering <Event> (and therefore the detection of <Defect>) carried a longer period. As a consequence clearing certain defects may take more time than necessary.
5) Clause 8.5, Control Word (CW) processes

Update clause 8.5 as below:
8.5
Control Word (CW) processes
This function performs the Control Word (CW) processing as described in [IETF RFC 4448]. The CW is known as the common interworking indicators (CII) in [ITU-T Y.1415].
8.5.1
CW insertion process
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Figure 8-9/G.8121/Y.1381 – CW insertion process

Figure 8-9 shows CW insertion process. This function should generate and insert the CW as described in [IETF RFC 4448] in case the indication CWEnable is true. Otherwise no insertion should be performed. If the indication SQUse is false, the sequence number field should be set at all zeroes.

8.5.2
CW extraction Process
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Figure 8-10/G.8121/Y.1381 – CW extractione process

Figure 8-9 shows CW extraction process. This function should process and remove the CW as described in [RFC 4448], in case the indication CWEnable is true. In this case, if the indication SQUse is true, the sequence number field should be processed and out-of-sequence packets dropped (no reordering is performed by this process).

6) Clause 8.6.2, AIS Insert Process  (C.2335 #1)
Update Figure 8-13 as follows (shown by red font):
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Update the text (Add new paragraph) after Figure 8-13 as: 
The period between consecutive AIS traffic units is determined by the MI_AIS_Period parameter. The format of the AIS traffic units is defined by the MI_AIS_OAM_Tool parameter. The generated AIS traffic units are G-ACh encapsulated as described in Clause 8.1 which includes GAL or not depending on MI_GAL_Enable. 
7) Clause 8.6.3, LCK Insert Process
Update Figure 8-14 as follows:
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Update Figure 8-15 as follow(as shown blue font):
[image: image10.emf]Timer

LCK Generate

Set(0, Timer)

OAM=LCK(MI_LCK_OAM_Tool, 

MI_GAL_Enable, MI_LCK_Period)

D(OAM),

iPHB(PHB),

oPHB(PHB)

Set(MI_LCK_Period,Timer)

PHB=

PHB(MI_LCK_CoS)


Figure 8-15/G.8121/Y.1381 – LCK Generation behaviour
Update the text (Add new paragraph) after Figure 8-15 as: 

The LCK Generation Process continuously generates LCK Traffic Units. The period between consecutive LCK traffic units is determined by the MI_LCK_Period parameter. 
The LCK(LCK_OAM_Tool, GAL_Enable, Period) function generates a LCK Traffic Unit, whose format is defined by the LCK_OAM_Tool parameter, that encodes the period information defined by the value of the Period parameter. The generated traffic unit is G-ACh encapsulated, as described in clause 8.1,  with or without the GAL depending on the GAL_Enable parameter.
The value of the MT_CI_iPHB and MT_CI_oPHB <…>

8) Clause 8.7.2, APS Insert and Extract Processes (C.2335 )
Update Figure 8-17 and the following paragraph as
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Figure 8-17/G.8121/Y.1381 – APS Insert process
Figure 8-17 shows the APS Insert process and Figure 8-18 defines the behaviour. The resulting APS traffic unit is inserted into the stream of incoming traffic units, i.e., the outgoing stream consists of the incoming traffic units and the inserted APS traffic units. 
Update Figure 8-18 as (shown by blue font):
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Update the text (Add new paragraph) after Figure 8-18 as: 

Update the text (Add new paragraph) after Figure 8-18 as: 

The APS(APS_OAM_Tool, GAL_Enable, APS) function generates an APS Traffic Unit, whose format is defined by the APS_OAM_Tool parameter, that encodes the APS information defined by the value of the APS parameter. The generated traffic unit is G-ACh encapsulated, as described in clause 8.1, with or without the GAL depending on the GAL_Enable parameter.

The value of the MT_CI_iPHB and MT_CI_oPHB signals associated with the generated APS traffic units are the PHB with the lowest drop precedence within the CoS defined by the MI_APS_CoS input parameter. The PHB(MI_APS_CoS) function generates such PHB information.

Update Figure 8-19 as:
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9) Clause 8.8, Proactive and on-demand OAM related Processes

a) Clause 8.8
Update the text below Figure 8-26 as below:
NOTE – The MT_CI signals at the input of the G-ACh Insertion process and at output of the G-ACh Extraction process are not input/output signals of the Initiation/Target MEPs but signals which are internal to these MEPs.
The processes shown in Figure 8-26 are described further below, with the exception of the G-ACh Insertion and Extraction processes which are described in clause 8.1.

The relevant Management Information (MI_) and Remote Information (RI_) used by these processes depends on the OAM function to be performed and is defined in the following sub-clauses.
The detailed specification of all the OAM processes, including further process decomposition and the interface between them, is OAM protocol-specific and therefore outside the scope of this Recommendation.
OAM Control Processes:
The four OAM Control Processes (that is, the Proactive OAM Source Control process, Proactive OAM Sink Control process, On-demand OAM Source Control process and On-Demand OAM Sink Control process) perform all the OAM control procedures (e.g., they maintain the necessary state machine) that are required for a specific OAM protocol.  The Proactive OAM Source and Sink Control processes operate within the MT_TT_So and MT_TT_Sk atomic functions respectively.
  Similarly, the On-demand OAM Source and Sink Control processes operate within the MTDe_TT_So or MTDi_TT_So and the MTDe_TT_Sk or MTDi_TT_Sk atomic functions respectively.
All four processes consist of a number of OAM protocol-specific control sub-processes, each relating to a different OAM function.  The details of these sub-processes are outside the scope of this recommendation.
The OAM Source Control process within the initiating MEP (Proactive or On-demand as appropriate) requests the OAM PDU Generation process to generate OAM Request PDUs toward the target MEP on the basis of the local state machine and the relevant Management Information (MI_). This supports both single-ended and dual-ended OAM transactions.
In the case of a dual-ended OAM transaction, the appropriate OAM Sink Control process within the target MEP (Proactive or On-demand) reports the dual-ended OAM results on the basis of the OAM Request PDUs received by the OAM PDU Reception process. 
In the case of single-ended OAM transactions, the following actions are taken:
· The OAM Sink Control process within the target MEP provides the local OAM Source Control process the relevant Remote Information (RI_) to generate a reply to the OAM Request PDU received by the local PDU Reception process.
· The OAM Source Control process within the target MEP requests the OAM PDU Generation process to generate OAM Reply PDUs toward the initiating MEP based on the information it receives from the local OAM Sink Control process via the relevant Remote Information (RI_).
· The OAM Sink Control process within the initiating MEP reports the unidirectional or bidirectional OAM results based on the OAM Reply PDUs received by the local OAM PDU Reception process
OAM PDU Generation process:
The OAM PDU Generation process builds, when instructed by its control process, the required OAM PDU and passes it to the G-ACh process, defined in clause 8.1, for insertion within the MPLS-TP CI traffic flow. It also passes the following information elements that are required by the G-ACh process: the PHB associated to the OAM packet (on the basis of the CoS instruction received by the control process); the ACH Channel Type that identifies the OAM PDU and the TTL value which it is either the TTL distance to a MIP (for OAM PDUs targeted to a MIP and properly requested by the control process) or the default value as configured via MI_TTLValue.
The OAM PDU generation process consists of a number of OAM protocol-specific PDU generation sub-processes (one for each PDU type) and a sub-process that multiplexes all the PDUs generated by these OAM protocol-specific PDU generation sub-processes into a single stream of OAM PDUs, which is sent to the G-ACh Insertion process along with the appropriate ACH Channel Type.  The details of these sub-processes are outside the scope of this recommendation.
OAM PDU Reception process:
The OAM PDU Reception process receives an OAM PDU, together with the ACH Channel Type value identifying the PDU type, the associated CoS and the label stack data, from the G-ACh process and passes the relevant information to its control process.
The OAM PDU Reception process consists of a number of OAM protocol-specific PDU reception sub-processes (one for each PDU type) and a sub-process that demultiplexes OAM PDUs received from the G-ACh Extraction process towards these OAM protocol-specific PDU reception sub-processes based on the ACH Channel Type.  The details of these sub-processes are outside the scope of this recommendation.



b) Clause 8.8.10
Add new sub clauses as below:
8.8.10 LCK/AIS Reception
As described in [IETF RFC6371], when a MEP detects a signal fail condition or is locked, it may transmit AIS or lock messages at the client layer, respectively.  These are transmitted by the AIS Insert Process (see Clause 8.6.2) or the LCK Generate Process (see Clause 8.6.3), and are received by the LCK/AIS Reception sub-process in the Proactive OAM Sink Control process.  The receipt of AIS or lock message triggers the dAIS or dLCK defects respectively, as described in Clause 6.1.
c) Clause 8.8.11
Add new sub clauses as below:
8.8.11
Lock Instruct processes
As described in [RFC6371], when a MEP is administratively locked, it puts the local MPLS-TP trail into a locked state and start transmitting a lock instruct message to its peer MEP if enabled by the MI_Lock_Instruct_Enable.  The locking of the trail at the local MEP is performed by the Selector process defined in clause 8.6.1; the transmission of lock instruct (LKI) messages is performed by the On-demand OAM process.

On receiving an LKI message, the peer MEP must also lock the path.  
The lock instruct message is received by the On-demand OAM process and the request is signalled to the EMF via MI_Admin_State_Request.  The EMF should then combine this remote request with any local request from the user, and set MI_Admin_State accordingly in the corresponding MT/MT_A_So and MT/MT_A_Sk processes.

The figure below illustrates how setting MI_Admin_State on the local MEP both locks the local Selector processes (the local Selector in the MT/MT_A_Sk is not shown), and triggers the generation of  LKI messages to the remote MEP that cause the two remote Selector processes to also be locked.
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Figure 8-27/G.8121/Y.1381 – Overview of the processes involved with proactive or on-demand OAM functions

Note: it is important that the remote MEP is locked as soon as possible after receiving the first Lock Instruct message; therefore the EMF must handle the MI_Admin_State_Request with high priority to ensure it is reflected in MI_Admin_State as quickly as possible.
Note: the EMF must combine any local lock request from the user with the received MI_Admin_State_Request, when setting MI_Admin_State in the MT/MT_A_So and MT/MT_A_Sk functions.  However, when setting MI_Admin_State in the MT_TT_So function, the EMF must only do so based on a local request from the user.  This is to prevent a deadlock situation where receipt of a lock instruct message causes transmission of a lock instruct message in the opposite direction.
10) Clause 8.9


Add new subclause 8.9 as below:
8.9
Dataplane Loopback Processes

The dataplane loopback process control looping back of all traffic (ie both Data and OAM frames), under management control.  An overview is shown on the figure below.
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8.9.1
Dataplane Loopback Sink Processes

The Dataplane Loopback Sink process is described by the figure below.

[image: image27.emf]

In Normal state, data traffic passes through the process unmodified; in Loopback state, it is intercepted and sent to the Dataplane Loopback Source process via RI_CI.

8.9.2
Dataplane Loopback Source Processes

The Dataplane Loopback Source process is described by the figure below.

[image: image28.emf]

In Normal state, data traffic passes through the process unmodified; in Loopback state, data traffic is dropped, and data received via RI_CI from the Dataplane Loopback Sink process is transmitted instead.

11) Clause 9.2.1, MPLS-TP Trail Termination function (MT_TT)
a) Clause 9.2.1.2, MPLS-TP Trail Termination Sink function (MT_TT_Sk)
Add following description to the process of “MEP Proactive OAM G-ACh Extraction” as below: 

if ( ((MI_GAL_Enable && MT-labe(D) == GAL) ||

      (!MI_GAL_Enable && 1stNibble(D) == 0b0001)) &&


 (Packet_Type(D) == Proactive_OAM) ) 
    forward to G-ACh port

} else {

    forward to data port

}
Note: Packet_Type(D) is a protocol-specific function that determines whether the Traffic Unit contains a Proactive OAM packet.
Update both Consequent actions and Defect correlations as:
• Consequent actions:

aBLK

(
(dMMG or dUNM)

aTSF

(
(dLOC and MI_CC_Enable) or (dAIS and not(MI_CC_Enable)) or (dLCK and not(MI_CC_Enable)) or dMMG or dUNM or CI_SSF

aTSD

(
dDEG and (not aTSF) 

aAIS

(
aTSF

aRDI
(
aTSF
Defect correlations: 
cLOC
(
dLOC and (not dAIS) and (not dLCK) and (not CI_SSF) and (MI_CC_Enable)

cMMG

(
dMMG
cUNM

(
dUNM
cDEG
(
dDEG and (not dAIS) and (not dLCK) and (not CI_SSF) and (not (dLOC or dMMG or dUNM)) and (MI_CC_Enable))

cUNP

(
dUNP
cUNC

(
dUNC
cRDI

(
dRDI and (MI_CC_Enable)

cSSF

(
CI_SSF or dAIS

cLCK

(
dLCK and (not dAIS)


12) Clause 9.3
MPLS-TP to MPLS-TP adaptation sink function (MT/MT_A_Sk)
Remove following text:
–  Label Stack Copy process:

See 8.2.3.
13) Clause 9.4.1, MT Diagnostic Trail Termination Functions for MEPs (MTDe)
a) The structure of clause 9.4.1
Update the structure as below. Former 9.4.1.x will be 9.4.1.1.x
9.4.1
MT Diagnostic Functions for MEPs (MTDe)
9.4.1.1
MT Diagnostic Trail Termination Functions for MEPs (MTDe)
9.4.1.1.1
MT Diagnostic Trail Termination Source Function for MEPs (MTDe_TT_So)

9.4.1.1.2
MT Diagnostic Trail Termination Sink Function for MEPs (MTDe_TT_Sk)

9.4.1.2
MTDe to MT Adaptation functions (MTDe/MT_A)

9.4.1.1.1
MTDe to MT adaptation source functions (MTDe/MT_A_So)
9.4.1.1.2
MTDe to MT adaptation sink function (MTDe/MT_A_Sk)
b) Clause 9.4.1.1.1, MT Diagnostic Trail Termination Source Function for MEPs (MTDe_TT_So)
Update Table 9-6 and Figure 9-14 as below:

Table 9-6/G.8121/Y.1381 – MTDe_TT_So interfaces
	Input(s)
	Output(s)

	MTDe_AP:
MTDe_AI_D
MTDe_AI_oPHB
MTDe_AI_iPHB
MTDe_AI_LStack

MTDe_RP:
MTDe_RI_OAM_Info(D,CoS,DP)



MTDe_TT_So_MP:
MTDe_TT_So_MI_ GAL_Enable

MTDe_TT_So_MI_TTLVALUE
MTDe_TT_So_MI_CV_OAM_Tool
MTDe_TT_So_MI_CV_Series () [Note]

(
MTDe_TT_So_MI_1TH_OAM_Tool
MTDe_TT_So_MI_1TH_Start


(CoS,Length,Period)
MTDe_TT_So_MI_1TH_Terminate

MTDe_TT_So_MI_ LMo_OAM_Tool
MTDe_TT_So_MI_LMo_Start(CoS,Period) [1...MLMo]
MTDe_FT_So_MI_LMo_Terminate[1...MLMo]

MTDe_TT_So_MI_ DMo_OAM_Tool
MTDe_TT_So_MI_DMo_Start


(CoS,Test_ID,Length,Period)[1...MDMo]
MTDe_TT_So_MI_DMo_Terminate[1...MDMo]

MTDe_TT_So_MI_ 1DMo_OAM_Tool
MTDe_TT_So_MI_1DMo_Start


(CoS,Test_ID,Length,Period)[1...M1DMo]
MTDe_TT_So_MI_1DMo_Terminate[1...M1DMo]

MTDe_TT_So_MI_ SLo_OAM_Tool
MTDe_TT_So_MI_SLo_Start


(CoS,Test_ID,Length,Period)[1...MSLo]
MTDe_TT_So_MI_SLo_Terminate[1...MSLo]
MTDe_TT_So_MI_Admin_State
MTDe_TT_So_MI_Lock_Intsruct_Enable
MTDe_TT_So_TP:
MTDe_TT_So_TI_ TimeStampl
	MT_CP:
MT_CI_D
MT_CI_oPHB
MT_CI_iPHB 
MT_CI_LStack
MTDe_TT_So_MP:


MTDe_TT_So_MI_CV_Series_Result() [Note]
MTDe_TT_So_MI_1TH_Result(Sent)

MTDe_TT_So_MI_LMo_Result(N_TF,N_LF,F_TF,F_LF)[1...MLMo]

MTDe_TT_So_MI_DMo_Result(count,B_FD[],F_FD[],N_FD[])[1...MDMo]

MTDe_TT_So_MI_SLo_Result(N_TF,N_LF,F_TF,F_LF)[1...MSLo]



	Note: The parameters for MI_CV_Series and MI_CV_Result are out of this recommendation
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Figure 9-14/G.8121/Y.1381 – MTDe_FT_So Process

c) Clause 9.4.1.1.2, MT Diagnostic Trail Termination Sink Function for MEPs (MTDe_TT_Sk)
Update Table 9-7 and Figure 9-16 as below:
Table 9-7/G.8121/Y.1381 – MTDe_TT_Sk interfaces
	Input(s)
	Output(s)

	MT_TCP:

MT_CI_D
MT_CI_iPHB
MT_CI_oPHB
MT_CI_LStack
MT_RP:

MTDe_TT_Sk_MP:

MTDe_TT_Sk_MI_ GAL_Enable


MTDe_TT_Sk_MI_CV_OAM_Tool

MTDe_TT_Sk_MI_1TH_OAM_Tool
MTDe_TT_Sk_MI_1TH_Start
MTDe_TT_Sk_MI_1TH_Terminate

MTDe_TT_Sk_MI_ LMo_OAM_Tool

MTDe_TT_Sk_MI_ DMo_OAM_Tool

MTDe_TT_Sk_MI_ 1DMo_OAM_Tool
MTDe_TT_Sk_MI_1DMo_Start(Test_ID)[1...M1DMo]
MTDe_TT_Sk_MI_1DMo_Terminate[1...M1DMo]
MTDe_TT_Sk_MI_ SLo_OAM_Tool

MTDe_TP:
MTDe_TT_Sk_TI_ TimeStampl
	MT_AP:

MT_AI_D

MT_AI_oPHB
MT_AI_iPHB
MT_AI_LStack
MT_RP:

MT_RI_OAM_Info(D,CoS,DP)
MTDe_FT_Sk_MP:

MTDe_TT_Sk_MI_1TH_Result(REC,CRC,BER,OO)
MTDe_TT_Sk_MI_1DMo_Result(count,N_FD[])[1...MDMo]]
MTDe_TT_Sk_MI_Admin_State_Request
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Figure 9-16/G.8121/Y.1381 – MTDe_TT_Sk Process

Add following description to the process of “MEP On-demand OAM G-ACh Extraction” as below: 

if ( ((MI_GAL_Enable && MT-labe(D) == GAL) ||

      (!MI_GAL_Enable && 1stNibble(D) == 0b0001)) &&


 (Packet_Type(D) == On-demand_OAM) ) 
    forward to G-ACh port

} else {

    forward to data port

}
Note: Packet_Type(D) is a protocol-specific function that determines whether the Traffic Unit contains an on-demand OAM packet.
d) Clause 9.4.1.2, MTDe to MT Adaptation functions (MTDi/MT_A)
Add a new clause 9.4.1.2 headed “MTDe to MT Adaptation functions (MTDe/MT_A)”, and new sub-clauses 9.4.1.2.1 and 9.4.1.2.2, to describe the MTDe/MT_A function. The following texts are added.
9.4.1.1
MTDe to MT Adaptation functions (MTDe/MT_A)
9.4.1.1.1
MTDe to MT Adaptation Source Function (MTDe/MT_TT_So)
This function consists of  input MT_CI and output MTDe_AI. The function inside is empty, i.e. the input signals are simply passes to the output.
9.4.1.1.2
MTDe to MT Adaptation Sink Function (MTDe/MT_TT_Sk)

This function consists of  nput MTDe_AI and output MT_CI. The function inside is empty, i.e. the input signals are simply passes to the output.
14) Clause 9.4.2, MT Diagnostic Trail Termination Functions for MIPs (MTDi)
a) Clause 9.4.2
· Change the title of clause 9.4.2. to  MT Diagnostic for MIPs (MTDi)
b) Clause 9.4.2.1.2, MT Diagnostic Trail Termination Sink Function for MIPs (MTDi_TT_Sk)
Add following description to the process of “MIP On-demand OAM G-ACh Extraction” as below: 

if ( (Ttl(MT-label(D)) == 0) && 

     ((MI_GAL_Enable && MT-label(D) == GAL) ||

        (!MI_GAL_Enable && 1stNibble(D) == 0b0001)) &&


 (Packet_Type(D) == OnDemandForThisMIP) )

     {

        forward to G-Ach port

     } else {

        forward to data port

     } 

Note: Packet_Type(D) is a protocol-specific function that determines whether the Traffic Unit contains a On-demand OAM packet be processed by this MIP.
15) Clause 10.1, MPLS-TP to ETH adaptation function (MT/ETH_A)
a) Clause 10.1.1, MPLS-TP to ETH adaptation source function (MT/ETH_A_So)
Update Figure 10-2 as: 
(The location of QoS Mapping and CW insertionchanged)

·  [image: image18.wmf] 
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· Update Table 10-1 as:

Table 10-1/G.8121/Y.1381 – MT/ETH_A_So Inputs and Outputs
	Inputs
	Outputs

	ETH_FP:

ETH_CI_Data
ETH_CI_P
ETH_CI_DE

MT/ETH_A_So_MP:

MT/ETH_A_So_MI_AdminState MT/ETH_A_So_MI_FCSEnable
MT/ETH_A_So_MI_CWEnable
MT/ETH_A_So_MI_SQUse
MT/ETH_A_So_MI_PRI2CoSMapping
MT/ETH_A_So_MI_MEP_MAC*
MT/ETH_A_So_MI_Client_MEL*
MT/ETH_A_So_MI_LCK_Period*
MT/ETH_A_So_MI_LCK_Pri*
MT/ETH_A_So_MI_MEL*
*  ETH OAM related
	MT_AP:

MT_AI_Data
MT_AI_PHB


Update the description of QoS mapping, CW insertion, S Field processes as:


–  QoS mapping process:

This process maps the Ethernet-based QoS signals into MPLS-based QoS signals.

The CoS part of the AI_PHB is generated by the received CI_P according to the 1:1 mapping configured by the MI_PRI2CoSMapping.

The DP part of the AI_PHB is generated by the received CI_DE according to the following rule:

If CI_DE = True


DP(AI_PHB) = Yellow

Else


DP(AI_PHB) = Green

–  CW Insertion process:

See 8.5.1.
–  Insert S bit process:

A 1-bit S Field set to 1 (bottom of label stack) is inserted to indicate the client is not MPLS.
b) Clause 10.1.2, MPLS-TP to ETH adaptation sink function (MT/ETH_A_Sk)
· Update Figure 10-2 as below:
(The location of QoS Mapping and CW extraction changed and G-ACh filter added)
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· Update Table 10-2 as:

Table 10-2/G.8121/Y.1381 – MT/ETH_A_Sk Inputs and Outputs
	Inputs
	Outputs

	Each MT_AP:

MT_AI_Data
MT_AI_PHB
MT_AI_TSF
MT_AI_AIS

MT/ETH_A_Sk_MP:

MT/ETH_A_Sk_MI_FCSEnable
MT/ETH_A_Sk_MI_CWEnable
MT/ETH_A_Sk_MI_SQUse
MT/ETH_A_Sk_MI_GAL_Enable
MT/ETH_A_Sk_MI_CoS2PRIMapping
MT/ETH_A_Sk_MI_MEL *
MT/ETH_A_Sk_MI_Admin_State 
MT/ETH_A_Sk_MI_LCK_Period *
MT/ETH_A_Sk_MI_LCK_Pri *
MT/ETH_A_Sk_MI_Client_MEL *
MT/ETH_A_Sk_MI_MEP_MAC *
MT/ETH_A_Sk_MI_AIS_Pri *
MT/ETH_A_Sk_MI_AIS_Period *
*  ETH OAM related 
	ETH_FP:

ETH_CI_Data
ETH_CI_P
ETH_CI_DE
ETH_CI_SSF
MT/ETH_A_Sk_MP:

MT/ETH_MI_pFCSErrors



Update the description of CW Extraction process as:



–  QoS mapping process:

This process maps the MPLS-based QoS signals into Ethernet-based QoS signals.
The CI_P is generated by the received PSC part of the AI_PHB according to the 1:1 mapping configured by the MI_CoS2PRIMapping.

The CI_DE is generated by the received DP part of the AI_PHB according to the following rule
If DP(AI_PHB) = Green


CI_DE = False

Else


CI_DE = True
– CW Extraction process:

See 8.5.2.
– G‑ACh Filter process:
This process removes all the received traffic units which are G-ACh encapsulated, which include GAL or not depending on the MI_GAL_Enable.
–  Extract S field process:

Extract and process the 1-bit S Field: the retrieved S Field should have the value 1 (bottom of label stack) to indicate the client is not MPLS: for such case the traffic unit is accepted and forwarded (together with the PHB information) after extraction of the S-bit field to the next process. For the case the S-bit has the value 0, the traffic unit is silently discarded.
16) Clause 11.x.x.2 (xx/MT_A_Sk)

The figures and tables in these clauses are updated per clause 8.6.2 and clause 8.6.3 (i.e. Add MI_{AIS/LCK}_OAM_Tool). Therefore, followings inputs MIs are added.
Table 11-2/G.8121/Y.1381 – Sn/MT_A_Sk interfaces

	Inputs
	Outputs

	Sn/MT_A_Sk_MP:

Sn/MT_A_Sk_MI _LCK_OAM_Tool [1…M]
Sn/MT_A_Sk_MI _AIS_OAM_Tool[1…M]
	


Table 11-4/G.8121/Y.1381 – Sn-X-L/MT_A_Sk interfaces

	Inputs
	Outputs

	Sn-X-L/MT_A_Sk_MP:

Sn-X-L /MT_A_Sk_MI _LCK_OAM_Tool [1…M]
Sn-X-L /MT_A_Sk_MI _AIS_OAM_Tool [1…M]
	


Table 11-6/G.8121/Y.1381 – Sm/MT_A_Sk interfaces

	Inputs
	Outputs

	Sm/MT_A_Sk_MP:

Sm/MT_A_Sk_MI _LCK_OAM_Tool [1…M]
Sm/MT_A_Sk_MI _AIS_OAM_Tool[1…M]
	


Table 11-8/G.8121/Y.1381 – Sm-X-L/MT_A_Sk interfaces

	Inputs
	Outputs

	Sm-X-L/MT_A_Sk_MP:

Sm-X-L /MT_A_Sk_MI _LCK_OAM_Tool [1…M]
Sm-X-L /MT_A_Sk_MI _AIS_OAM_Tool [1…M]
	


Table 11-10/G.8121/Y.1381 – ODUkP/MT_A_Sk interfaces

	Inputs
	Outputs

	ODUkP/MT_A_Sk_MP:

ODUkP/MT _A_Sk_MI _LCK_Tool[1…M]
ODUkP/MT _A_Sk_MI _AIS_Tool[1…M]
	


Table 11-12/G.8121/Y.1381 – ODUkP-X-L/MT_A_Sk interfaces

	Inputs
	Outputs

	ODUkP-X-L/MT_A_Sk_MP:

ODUkP-X-L/MT _A_Sk_MI _LCK_Tool[1…M]
ODUkP-X-L/MT _A_Sk_MI _AIS_Tool[1…M]
	


Table 11-14/G.8121/Y.1381: Pq/MT_A_Sk interfaces

	Inputs
	Outputs

	Pq/MT_A_Sk_MP:
Pq/MT _A_Sk_MI _LCK_Tool[1…M]
Pq/MT _A_Sk_MI _AIS_Tool[1…M]
	


Table11-16/G.8121/Y.1381: Pq-X-L/MT_A_Sk interfaces

	Inputs
	Outputs

	Pq-X-L/MT_A_Sk_MP:

Pq-X-L//MT _A_Sk_MI _LCK_Tool[1…M]
Pq-X-L//MT _A_Sk_MI _AIS_Tool[1…M]
	


As well, The figures for Sk (i.e. Figure 11-4, 8, 12, 16, 20, 24, 32 and 36) are updated as.
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17) Clause 11.4 (ETH/MT_A_Sk)

Update Clause 11.4 as below:

11.4

Ethernet to MPLS-TP adaptation function 
11.4.1
ETH to MPLS-TP adaptation function (ETH/MT_A)
11.4.1.1

ETH to MPLS-TP adaptation function (ETH/MT_A)
Symbol
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Figure 11-37 – ETH/MT_A_So symbol

Interfaces
Table 11-17: ETH/MT_A_So interfaces

	Inputs
	Outputs

	Each MT_CP:

MT_CI_Data[1…M]
MT_CI_iPHB[1…M]
MT_CI_oPHB[1…M]

ETH/MT_A_So_MP:

ETH/MT_A_So_MI_Label[1…M]
ETH/MT_A_So_MI_LSPType[1…M]
ETH/MT_A_So_MI_CoS[1…M]
ETH/MT_A_So_PHB2TCMapping[1…M]
ETH/MT_A_So_MI_QoSEncodingMode[1…M]
ETH/MT_A_So_MI_Etype
	ETYn_AP:
ETH_AI_Data
ETH_AI_P
ETH_AI_DE






Processes

A process diagram of this function is shown in Figure 11.-7.
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Figure11-38 – ETH/MT_A_So process

· TC/Label processing
See 8.2.1

–  Queuing process:

See 8.3. 
· MPLS-TP process specific Ethernet process::

This process inserts the Ethertype for MPLS-TP packets according to [IETF RFC 5332]
Defects



None.
Consequent actions


None.
Defect correlations


None.
Performance monitoring
For Further Study.
11.4.1.2

ETH to MPLS-TP adaptation function (ETY/MT_A)
Symbol
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Figure 11-39 – ETH/ETH_A_Sk symbol

Interfaces

Table 11-18: ETH/MT_A_Sk interfaces

	Inputs
	Outputs

	ETH_AP:
ETH_AI_Data
ETH_AI_P
ETH_AI_DE
ETH_AI_TSF
ETH_AI_AIS
ETH/MT_A_Sk_MP:
ETH/MT_A_Sk_MI_Etype
ETH/MT_A_Sk_MI_Frame_Type_Config

ETH/MT_A_Sk_MI _LCK_Enable[1…M]
ETH/MT_A_Sk_MI _LCK_Period[1…M]
ETH/MT_A_Sk_MI _LCK_CoS[1…M]
ETH/MT_A_Sk_MI _Admin_State
ETH/MT_A_Sk_MI _AIS_Enable[1…M]
ETH/MT_A_Sk_MI _AIS_Period[1…M]
ETH/MT_A_Sk_MI _AIS_CoS[1…M]

	Each MT_CP:

MT_CI_Data[1...M]
MT_CI_iPHB[1...M]
MT_CI_oPHB[1...M]

MI_CI_Lstack[1...M]




Processes

A process diagram of this function is shown in Figure 11.-9.
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Figure 11-40 – ETYn/ETH_A_Sk process

–  Selector generation process:

See 8.6.1 The normal CI is blocked if Admin_State = LOCKED.
–  AIS Insert process:

See 8.6.2. There is a single AIS Insert process for each MT.
–  LCK generation process:

See 8.6.3. There is a single LCK Insert process for each MT. 
–  TC/Label processes:
See 8.2.2.
–  Label Stack Copy process:

See 8.2.3.
–  MPLS-TP specific Filter process:
This process is for the reception process of the Ethertype for MPLS-TP packets according to [IETF RFC 5332].

Defects



None.
Consequent actions


FFS
Defect correlations


None.
Performance monitoring
For Further Study.
18) Appendix II

Create the new Appendix as below:
Appendix II
Flow of PHB information through MEP and MIP
(This appendix does not form an integral part of this Recommendation)

This recommendation describes the various atomic functions that comprise MIPs and MEPs:

· MEP: MT/MT_A, MT_TT, MTDe/MT_A, MTDe_TT

· MIP: Two MHFs each comprising MTDi_TT, MTDi/MT_A

The handling of PHB values is described in clauses 8.2, 9.2, 9.3 and 9.4.  The PHB information is passed between the atomic functions in Characteristic Information (CI) and Adapted Information (AI).

As described in Clause 10/G.8110.1, the MPLS-TP Diffserv architecture supports two models: the “Short Pipe” model, and the “Uniform” model.  To support this, it is necessary in certain cases to pass two PHB values in the CI and AI, refered to as the incoming PHB (iPHB) and outgoing PHB (oPHB).  In other cases, only a single PHB values needs to be passed between the atomic functions.

Figures 10-1/G.8110.1 and 10-2/G.8110.1 are the reference diagrams showing how PHB values are used in the two models.  However, these do not show all of the atomic functions defined in this recommendation that comprise MEPs and MIPs.  So, in particular, it is unclear at a first glance why in some cases the AI carries a single PHB value, while in other cases it carries separate iPHB and oPHB values.

The figures below show a MEP and a MIP and illustrate the flow of PHB information through them.  The iPHB values are shown in green, oPHB values in red, and where only a single PHB value is used, this is shown in black.

[image: image25.emf]
Figure II.1 – Flow of PHB information through a MEP
[image: image26.emf]
Figure I.2 – Flow of PHB information through a MIP
By considering a case where the sink side of one MEP is connected to the source side of another MEP, via a MIP, it becomes clear why both the iPHB and oPHB values must be passed through the MIP without modification.  This is illustrated in the following figure.  The same logic would apply if the MTDe_TT and MTDe/MT_A atomic functions were used without their associated MT_TT and MT/MT_A functions.
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Example showing two MEPs and a MIP
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