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Executive Summary
1 Purpose and Scope
1.1 Purpose
Network Providers have identified the potential to better integrate their packet and DWDM/optical networks to address growing network capacity demands, increase efficiency and reduce OPEX. WT-319 specifically addresses Packet and DWDM/Optical integration. 

Integrated packet/optical networks and network node equipment are based on a variety of protocols and functionalities specifications (e.g., physical layer, data plane, control plane, management plane, etc.) from different SDOs. WT-319 identifies the set of specifications that are necessary for implementation of integrated packet optical networking equipment. The working text is aimed at fostering the development of interoperable solutions from multiple vendors to be the benefit of consumers and suppliers of broadband services alike. 

Enabling physical layer interoperability is key to interconnection of packet/optical equipment which is necessary for carrier network deployments.  One key component of WT-319 is ITU-T G.698.2 for the physical layer which enables the usage of multi-vendor interoperable optical transceiver technology for optical interconnections. 
A control plane allows easier operation of the network.  The control plane specified in WT-319 is based on GMPLS [6].  GMPLS-based network control and user-network interfaces may be applied to improve the interconnection of the packet and DWDM network domains. 
Specific interfaces and protocols to exchange the information to provide packet and DWDM connectivity and set optical channels must be specified.  To do this equipment must be able to be provisioned with the same protocol attributes and values.  This requires standard data models of management information.  WT-319 profiles those models and the management information exchange between the packet node and optical network .
Editor’s Note: Are there other points to be made for the Purpose of the document.
1.2 Scope

WT-319 addresses intra-domain architectures, requirements and use cases for Packet and DWDM/Optical Transport integration, including: 

a. The Data plane as defined by Recommendations ITU-T G.698.2, G.694.1, and G.709. .
WT-319 refers to ITU-T for the data plane specifications and is not intended to redefine any ITU-T architecture, interface, or physical layer specifications or parameters defined for optical networks.

b. The Control plane protocols and their applicability aspects, as defined by IETF RFCs and associated existing and evolving GMPLS extensions.  Intra-optical network control plane aspects are not in scope.

c. The Management plane and operational aspects.  WT-319 refers to relevant ITU-T and IETF management documents and specifications for definitions of  e.g., data models and protocol.
Layer 1 forwarding (i.e., OTN switching – OCh and ODU) is outside the scope of WT-319.

This document addresses the definition of the interface between the packet and transport networks.  WT-319 does not address optical transport network design.  

Definitions for the following areas are out of scope:

· Structure/format/NNI definitions (including FEC) for the OTN digital layers  

· Physical layer definition for the intra-domain Optical Supervisory Channel (OSC) between the client node and optical network supporting the exchange of control and management information 

2 References and Terminology 

2.1 Conventions

In this Working Text, several words are used to signify the requirements of the specification. These words are always capitalized. More information can be found be in RFC 2119 [1]. 
	MUST or SHALL
	This word, or the term “REQUIRED”, means that the definition is an absolute requirement of the specification.

	MUST NOT
	This phrase means that the definition is an absolute prohibition of the specification.

	SHOULD
	This word, or the adjective “RECOMMENDED”, means that there could exist valid reasons in particular circumstances to ignore this item, but the full implications need to be understood and carefully weighed before choosing a different course.

	SHOULD NOT
	This phrase, or the phrase "NOT RECOMMENDED" means that there could exist valid reasons in particular circumstances when the particular behavior is acceptable or even useful, but the full implications need to be understood and the case carefully weighed before implementing any behavior described with this label.

	MAY
	This word, or the adjective “OPTIONAL”, means that this item is one of an allowed set of alternatives. An implementation that does not include this option MUST be prepared to inter-operate with another implementation that does include the option.


2.2 References

The following references are of relevance to this Working Text. At the time of publication, the editions indicated were valid. All references are subject to revision; users of this Working Text are therefore encouraged to investigate the possibility of applying the most recent edition of the references listed below. 
A list of currently valid Broadband Forum Technical Reports is published at 
www.broadband-forum.org.

	Document
	Title
	Source
	Year

	[1] RFC 2119
	Key words for use in RFCs to Indicate Requirement Levels
	IETF
	1997

	[2] RFC 4208
	Generalized Multiprotocol Label Switching (GMPLS) User-Network Interface (UNI): Resource ReserVation Protocol-Traffic Engineering (RSVP-TE) 
Support for the Overlay Model
	IETF
	2005

	[3] ITU-T G.698.2
	Amplified multichannel dense wavelength division multiplexing applications with single channel optical interfaces  
	ITU-T
	2009

	[4] ITU-T G.872
	Architecture of optical transport networks  
	ITU-T
	2012

	[5] ITU-T G.709
	Interfaces for the optical transport network
	ITU-T
	2012

	[6] ITU-T G.694.1
	Spectral grids for WDM applications: DWDM frequency grid  
	ITU-T
	2012

	[7] RFC 3473
	Generalized Multi-Protocol Label Switching (GMPLS) Signaling  Resource ReserVation Protocol-Traffic Engineering (RSVP-TE) Extensions
	IETF
	2003

	[8] ITU-T G.874
	Management Aspects of Optical Transport Network Elements
	ITU-T
	2013

	[9] ITU-T G.7710/Y1701
	Common Equipment Management Function Requirements
	ITU-T
	2012

	[10] draft-galikunze-ccamp-g-698-2-snmp-mib.
	An SNMP MIB extension to RFC3591 to manage optical interface parameters          of DWDM applications
	IETF
	11/2013

	[11] draft-galikunze-ccamp-opt-imp-snmp-mib
	An SNMP MIB extension to RFC3591 to manage optical parameters, alarms and performance monitoring of DWDM applications
	IETF
	07/2013

	[12] RFC6241
	Network Configuration Protocol (NETCONF)
	IETF
	06/2011

	[13] RFC6020
	YANG - A Data Modeling Language for the Network Configuration Protocol (NETCONF)
	IETF
	10/2010

	[14] RFC 4204
	Link Management Protocol (LMP)
	IETF
	2005

	[15] RFC3945
	Generalized Multi-protocol Label Switching (GMPLS) Architecture
	IETF
	2004

	[16] RFC 2578
	Structure of Management Information Version 2 (SMIv2) 
	IETF
	1999


2.3 Definitions
The following terminology is used throughout this Working Text.

	Packet Node
	Device that generates packets into the optical network, e.g. an IP router or an Ethernet Switch.

	Colored Interface
	Single channel optical interface modulates a signal on an individual wavelength of a defined center frequency according the CWDM grid or DWDM grid, which is ready to be multiplexed into an optical fiber.

	Black Link
	A Black Link, as used in ITU-T G.698.2, provides a network media channel (optical path) of a defined center frequency to support colored interfaces of a single vendor or from different vendors. The network providing a Black Link can be composed of amplifiers, filters, add-drop multiplexers which may be from a different vendor.  

	IPoverDWDM
	Integration of DWDM/colored interfaces into IP routers.

	Optical Channel
	Optical layer (OCh) as defined in ITU-T G.872.

	Network Media Channel
	Network Media Channel as defined in ITU-T G.872.


Editor’s note: Missing definitions to be added, call for contributions.
2.4 Abbreviations

This Working Text uses the following abbreviations:

	3R
	Re-amplification, Re-shaping, Re-timing

	C-NMS
	Common - Network Management System

	CP
	Control Plane

	DWDM
	Dense Wavelength Division Multiplexing

	EMS
	Element Management System

	FRR
	Fast Reroute

	NMS
	Network Management System

	NNI
	Network to Network Interface

	OA
	Optical Amplifier

	OADM
	Optical Add-Drop Multiplexer

	OM
	Optical Multiplexer

	OD
	Optical Demultiplexer

	PSN
	Packet Switching Node

	Rx
	Receiver

	TR
	Technical Report

	Tx
	Transmitter

	UNI
	User to Network Interface

	WG
	Working Group

	WT
	Working Text


3 Working Text Impact

3.1 Energy Efficiency 
WT-319 does not explicitly address energy efficiency provisions.  However, the integrated solution contained herein, supporting network convergence, can enable a reduction in components and chassis, which may result in energy and resource savings. 
3.2 IPv6

WT-319 does not explicitly address IPv6 used in the data plane. The architecture and solutions covered in this document provide  coverage for several data traffic formats.  IPv6 for control plane and management plane, either run in-band or out-of-band, is for further study.   
3.3 Security

WT-319 has no impact on security. 
3.4 Privacy

WT-319 has no impact on security. 
4 Reference Architecture
This document addresses IP and Optical Integration.  The involved components include the Packet Node, the Colored Interface and the DWDM Network Element.   
Two reference points are defined in the Data Plane:   
· Da exists between the colored interface and the DWDM Network Element, 
· Db  exists between the packet node and the colored interface. 
Three reference points are defined in the Control Plane:

· Cp  exists between the Packet Node and the Control Plane

· Cc  exists between the Colored Interface and the Control Plane

· Cd exists between the DWDM Network Element and the Control Plane

Three reference points are defined in the Management Plane:

· Mp exists between the Packet Node and the Management Plane

· Mc exists between the Colored Interface and the Management Plane

· Md exists between the DWDM Network Element and the Management Plane

Depending on the approach, some Data Plane reference points may not exist. The existence of a Management or Control reference point in the architecture does not mandate that there is an instance of it in a particular implementation. Figure 1depicts the high level architecture.
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Figure 1: Reference Architecture


WT-319 integrated solution addresses full integration by moving the Colored Interface physically and logically into the Packet Node.  Therefore, Db will be located internal in the Packet Node and will not exist in this scenario. Both the Packet Node and the DWDM Network Element have interfaces to both the Control and Management Plane, as the Colored Interface is integrated into the Packet Node.  The physically integrated solution uses ITU-T G.698.2 for multi-vendor interoperability. The architecture is flexible enough to accommodate a number of different applications including point to point and packet node back to back applications over passive optical networks.

WT-319 physically separated, logically separated solution addresses moving the Colored Interface in the DWDM Network Element. Therefore, Da will be located physically inside the DWDM Network Element and Da will not exist in this scenario. Both the Packet Node and the DWDM Network Element have interfaces to both the Control and Management Plane, as the Colored Interface is integrated into the DWDM Network Element.

WT-319 physically separated, logically integrated solution addresses leaving the three elements physically separate, but the Packet Node will logically control and manage the Colored Interface.  In this scenario, both Da and Db exist.  Only the Packet Node and the DWDM Network Element have interfaces to both the Control and Management Plane, as the Colored Interface is controlled and managed by the Packet Node.

5 Common Nodal Requirements for all Architectures

5.1 Data Plane

WT-319 architecture addresses Packet and DWDM/Optical integration and supports physically integrated, logically integrated, and physically separated models.  
The physically integrated DWDM interface architecture consists of having the DWDM colored interface directly within the packet node.  In this scenario, the G.709 frame as well as wavelength are both originated and terminated physically within the packet node.

The logically integrated architecture consists of having the DWDM colored interface in a separate unit, but managed by the packet node using proprietary mechanisms.  Although the G.709 frame and wavelength originate and terminate on the separate unit, the packet node may be kept aware of the optical characteristics of the DWDM circuit.

The physically separated model, DWDM interface is part of the ROADM or optical network.  The packet node is connected to DWDM interface unit on a ROADM using Ethernet interface.

The models are different and support different forwarding or data plane.  The nodal requirements and data plane specifications are specified in respective parts of WT-319.

5.1.1 General

5.2 Control Plane  
Depending on the application, a dynamic, Generalized Multiprotocol Label Switching (GMPLS)-based control plane can optionally be used.

GMPLS defines both routing and signaling protocols for the creation of Label Switched Paths (LSPs) in various transport technologies. 

RFC 3945 [15] GMPLS architecture can support multiple types of switching (see section 1.2/RFC 3945).  This architecture clearly separates the control plane and the forwarding (data) plane.  

Section 1.2/RFC 3945 specifies multiple types of switching and forwarding hierarchies and section 1.3/RFC3945 describes the relation to MPLS. 
GMPLS signaling messages for establishing LSPs contain generalized label request with type of LSP and its payload type. Section 7/RFC 3945 provides general signaling.  GMPLS is highly generic and has many options.  The Generalized Label Request gives three major characteristics (parameters) required to support the LSP being requested: the LSP Encoding Type, the Switching Type that must be used and the LSP payload type.  The values used in these fields are the primary indicators of the technology and hierarchy level being controlled.
RFC4208 discusses how GMPLS signaling based on RFC 3473 can be applied in an overlay model. Section 2/RFC 4208 describes the application of RFC 3473for packet nodes (edge-nodes) in the overlay model. In traffic engineered (TE) systems, it is desirable to establish an end-to-end TE path with a set of constraints (such as bandwidth, delay, shared risk) from source to destination.  There may be a routing protocol interaction between a core-node and an edge-node for the exchange of reachability information to other edge-nodes.
The nodal requirements and control plane specifications are provided in respective parts of WT-319. 

5.2.1
 Control channel Separation
In GMPLS, a control channel is separated from the data channel.  Section 7.18/RFC 3945 specifies control channel separation.  

5.3 Management Plane & OAM

WT-319 architecture addresses Packet and DWDM/Optical integration and supports physically integrated and physically separated models.  
5.3.1
 Data Plane Management 
The physically integrated and physically separated models are different and support different forwarding or data plane. 

Data plane management can be provided using at least one of the following methods:

1. Support Simple Network Management Protocol (SNMP) (RFC 2578 [16]) protocol to manage and monitor network element.  Management Information Base (MIB) describes the structure of management data of device subsystem.  MIB uses object identifiers (OID).  Each OID identifies a variable that can be read or set via SNMP.

In particular, it defines objects for managing Optical parameters associated with DWDM interfaces.
2. Support Network Configuration Protocol (NETCONF) (RFC 6241 [12])mechanisms to install, manipulate, and delete the configuration of packet node and DWDM/optical network devices.  YANG (RFC 6020 [13]) is used as data modeling language for model definitions as needed.
The nodal requirements for data plane management are specified in respective parts of WT-319.

5.3.2
 Control channel Management 
LMP (IETF RFC 4204 [14]) is used to maintain control channel connectivity for link management (e.g. connectivity verification and fault management).  The control channel must terminate on the same two nodes that the bearer channels span.

The nodal requirements for control channel management are specified in respective parts of WT-319.

6 Operational Requirements and Aspects for Packet over Optical Networks
Editor’s note: Must cope with bootstrapping scenario, no optical supervisory channel?
6.1 Interaction between Packet Client and DWDM/optical network

From the management and control plane point of view the physically separated DWDM interface solution is equivalent to the integrated DWDM interface solution.

This section details several scenarios of interaction between the IP/packet node and the DWDM network, on the basis of having the DWDM interface physically or logically integrated into the packet node. Operational requirements and impacts for different levels of Management and Control Plane integration are addressed.

While the figures in the following sections show, for simplicity, a scenario with one unidirectional optical network connection, the common configuration in service provider networks is bidirectional.
6.1.1 Separated Network Management Systems
In the scenario shown in Figure 2 the DWDM optical interface is managed by the optical network management system. This means there must be a connection between the Network Management System (NMS or EMS) and the IP/Packet Switched Network that contains the DWDM interface. This solution enables the management of the DWDM interfaces while keeping the status quo of a separated management of the optical and the IP/PS networks. There is no control plane involved in this scenario/use case. 
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Figure 2: DWDM Interface Integration - Separated Network Management

Information about the interface status (alarms, failures, configuration details) must be mirrored (must be made available) within both network management systems. Information about L1 status will be available in the IP/packet node and can be used to trigger protection switching or resilience mechanisms, e.g. initiate a Fast Reroute (FRR) process of the IP network. NMS B has read-only access to L0 and L1 parameters of the DWDM interfaces, while NMS A has write access, i.e. administrative control of the DWDM interfaces.
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Figure 3: Virtually Integrated Network Management

In the virtually integrated network management approach, shown in Figure 3, a direct management channel is established between the packet node and the DWDM network to which it is connected. From the management perspective the DWDM interfaces appear as part of the optical network. NMS B has read-only access to L0 and L1 parameters at the DWDM interface, while NMS A has write access, i.e. administrative control of the DWDM interfaces. This is another example of keeping the status quo of separately operated and managed network domains. 

Figure 2 and Figure 3 describe two different approaches to allow management of the optical interface by using one management system for the packet switched network domain and one for the optical domain. Management and configuration information must be exchanged between the two NMSs due to them being separate entities.

6.1.2 Separated Management Planes with Control Plane parameter sharing
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Figure 4: DWDM Interface Control Plane Integration - Separated Network Management 

The separated management with parameter sharing approach is shown in Figure 4. A GMPLS control plane with LMP [13] enabled for link property exchange between the packet node and the DWDM network is envisaged. Utilizing this mechanism, characteristics of the interface S/R and their states are shared between the optical domain (in blue) and the client domain. As part of the information sharing, threshold values that have been set by the operator on one side of the link should be communicated. This allows either side to perform FCAPS locally and respect operational parameter ranges that originate from the remote side of the reference point. This way either side of the S/R interface can operate independently while keeping the information consistent across the interface and respecting design parameters operators like to supervise. Moreover the administrative state can be set independently by the relevant NMS but is shared among client and server domains. Hence both domains can be administered independently from each other while consistency of state is maintained for the link under control. From a NMS perspective, the DWDM interface is actively managed as part of the packet network while the optical drop interface is actively managed by the optical NMS. However the DWDM interface parameters and WDM drop port parameters are mirrored to the remote end of the reference point (i.e. between the optical line system and the transponder device). Hence both sides have a shared knowledge about the remote parameters of the access link and their options. This way both NMS can perform FCAPS on their locally controlled devices independent from each other while the Control Plane keeps the remote domain updated about parameter changes. NMS B has administrative control to L0 and L1 parameters of the DWDM interface, while the NMS A has shared read access. This is another example of keeping the status quo of separately operated and managed network domains. 
6.1.3 Common Network Management
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Figure 5: Common Network Management

A higher level of integration can be achieved with a common network management system (Figure 5). A single, converged operation and management plane provides a single point of network operation. 

Management plane functionality can be reduced in a second step by shifting some of the management plane tasks towards a GMPLS control plane, as described in section 6.1.4.

6.1.4 Migration to Fully Integrated Management and Control Planes
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Figure 6: Fully integrated approach of common Mangement and Control Plane

Figure 6 shows one example of an overlay model supported by a common Management Plane and interworking between the Control Planes. The optical control plane models (e.g. based on GMPLS) must support mechanisms for efficient information exchange between the IP/packet and the DWDM network infrastructure, providing varying degrees of integration.
6.1.5 Use of SDN for Integrated Management

Software Defined Networking (SDN) is being developed in ONF and other places as a technology with wide applicability in data and communications networking.  Like packet optical integration in general, integrated SDN management offers CAPEX and OPEX benefits including the promise of increased network automation. The key notion in SDN that allows this is that of ‘programmability’, the key architectural element that supports programmability is the SDN Controller.  

An SDN controller has a North Bound Interface (NBI) that provide application programming interfaces (API) that allow manipulation of the controller and the network resources below it. The South Bound Interfaces from the SDN controller use open protocols (e.g OpenFlow, SNMP, YANG/Netconf) to interface with network elements (NE) or, in a hierarchical deployment of controllers, other SDN controllers.

SDN can be used for the configuration and management of NEs. In the context of this document, SDN provides the ability for an application or applications, to configure the packet nodes and the DWDM transport system appropriately to allow an optical signal generated by one packet node to transit the transport system and be received by the other packet node.

Management by SDN can be achieved by use of SDN interfaces on the EMS systems, on the NMS systems, on the NEs themselves or by any combination of the forgoing. SDN controllers can be deployed hierarchically, the term ‘umbrella’ controller is used to refer to a controller with others below it in such a hierarchy. The term orchestrator is used for an application that coordinates the control of different resources in the creation of a service; in the context of WT-319 an orchestrator
 might use (independent) SDN controllers for the packet and transport resources to coordinate the end-to-end setup of an optical channel between them.

Figure 7 shows some of the possibilities: notably that legacy EMS and NMS systems have a role to play; that multiple controllers can exist in a system; that hierarchy between controllers is possible and that EMS and NMS systems can both support and use SDN interfaces.

Note that Figure 7 could be used to illustrate the use of SDN for both control and management but this section focuses on management only.
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Figure 7: Use of SDN for Integrated Management

Appendix A: Network Scenarios & Use Cases (appendix/informative)
This section contains use cases and application scenarios for IP/Packet Network Optimization using DWDM interfaces. The capabilities defined in the nodal requirements are used in a network (e.g. for set up and end-to-end connections).
The use cases equally apply to and can represent both the integrated and separated DWDM interface architectures.
A.1 Cloud-Centric Access and Aggregation
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Figure 8: Cloud-Centric Access and Aggregation (Appendix A.1)
DWDM interfaces (colored interfaces) are used in an aggregation network to connect to a data center in a cloud centric network.  Providers can greatly simplify the network, reduce layers, and reduce OEO conversions by using colored interfaces that are integrated into the packet nodes (routers) within this scenario. Optical splitters/couplers and optical amplifiers (OA) are used to provide pre-provisioned, passive, amplified point to point DWDM links with fixed wavelengths between the routers. Coherent or non-coherent colored interfaces are used to setup the wavelength channels between the routers. OTN Framing is used and a Forward Error Correction (FEC) is applied to support required link distances for this use case of up to 1000 kilometers. 

The network is configured and managed by a centralized, potentially SDN-based, network management approach, without any additional control plane functionality in the optical transport layer. 
A.2 IP Core 
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Figure 9: IP Core (Appendix A.2)
DWDM interfaces can be used to connect Core P or PE router with a  Core P or PE  router located in a remote Point of Presence (PoP). This architecture is used to provide simple high speed connectivity for Internet traffic.  This design helps eliminate extra unnecessary layers and OEO conversions in the network by integrating the DWDM interfaces with the packet node.   

A.3 Data Center Interconnect
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Figure 10: Data Center Interconnect (Appendix A.3)
In this scenario, DWDM interfaces are used to provide high speed data Center Interconnectivity.  This interconnectivity can be used for mirroring, backup, load balancing, mobility or data center access.   Deploying this solution allows a provider to have simple high bandwidth connectivity while reducing layers and reducing the number of OEO conversions and network elements.  
A.4 Edge and Aggregation Router connectivity
[image: image11.emf]
Figure 11: Edge and Aggregation Router connectivity(Appendix A.4)
Service providers can use DWDM interfaces to interconnect their edge and aggregation routers. This scenario is used with a DWDM network between the aggregation sites and the edge sites. This use case along with a dynamic signaled control plane (i.e. GMPLS) can add automated control and resiliency. 

This use case can be used for mobile backhaul and access and aggregation networks.  In A.1 a similar approach is provided between the access network and aggregation network using pre-provisioned links.  
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� The Management Plane can consist of one or more management domains that may or may not be interconnected.


� The Control Plane can consist of one or more control domains that may or may not be interconnected.


� In this example there is no difference between orchestrator and the application example given in the previous paragraph.
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