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Recommendation ITU-T Q.3405
IPv6 protocol procedures for broadband services
1
Scope
This Recommendation identifies the IPv6 protocol procedures which support broadband services with IPv6 transition. The protocol procedures are specified according to three basic IPv6 transition modes, including dual stack, tunnelling and translation.
2
References

The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published. The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.
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(DHCPv6)
[IETF RFC 3633]   IETF RFC 3633(2003), IPv6 Prefix Options for Dynamic Host Configuration 




Protocol (DHCP) version 6
[IETF RFC 4291]   IETF RFC 4291(2006), IP Version 6 Addressing Architecture
[IETF RFC 4861]   IETF RFC 4861(2007), Neighbor Discovery for IP version 6 (IPv6)
[IETF RFC 6333]   IETF RFC 6333(2011), Dual-Stack Lite Broadband Deployments Following 




IPv4 Exhaustion 
[IETF RFC 6598]   IETF RFC 6598(2012), IANA-Reserved IPv4 Prefix for Shared Address Space
3
Definitions

3.1
Terms defined elsewhere

None.
3.2
Terms defined in this Recommendation

None.
4
Abbreviations and acronyms

This Recommendation uses the following abbreviations:
BRAS

Broadband Remote Access Server
CPE

Customer Premise Equipment
DHCP

Dynamic Host Configuration Protocol
DHCPv6
Dynamic Host Configuration Protocol version 6

DHCPv6-PD Dynamic Host Configuration Protocol version 6 - Prefix Delegation
DNS
    Domain Name Server

DS-Lite    Dual Stack-Lite
IP


Internet Protocol

IPoE

Internet Protocol over Ethernet

MAC

Media Access Control
NAT

Network Address Translation
NDP

Neighbor Discovery Protocol

PPPoE

Point to Point Protocol over Ethernet
WAN

Wide Area Network
5
Conventions
In this Recommendation:

The keyword "should" indicates a requirement which is recommended but which is not absolutely required. Thus, this requirement need not be present to claim conformance.

6
Basic IPv6 transition modes to support broadband services
6.1 Dual Stack + NAT mode with IPoE access

Figure 6-1 depicts the dual stack + NAT mode with IPoE access to support end-to-end broadband services. Depending on the working mode of CPE, either route mode or bridge mode, the transition is subdivided into two different sub-modes.
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Figure 6-1 ( Dual stack +NAT mode with IPoE access to support broadband services

When the CPE works in route mode, user IPv4 traffic passes through two NAT devices. In the first stage, NAT function is executed in the CPE to perform translation from IPv4 address of user private network to IPv4 address of carrier private network [IETF RFC 6598]. In the second stage, NAT function is executed in carrier network to perform translation from IPv4 address of carrier private network to IPv4 address of public network. 
When the CPE works in bridge mode, user IPv4 traffic passes through one NAT device. NAT function is executed in carrier network to perform translation from IPv4 address of user private network to IPv4 address of public network. 
For both sub-modes, the procedures for IPv6 traffic end-to-end transmission are described in 7.1.
6.2 Dual stack + NAT mode with PPPoE access

Figure 6-2 depicts the dual stack + NAT mode with PPPoE access to support end-to-end broadband services, while both IPv4 and IPv6 access are required to support PPPoE session. Depending on the working mode of CPE, either route mode or bridge mode, the transition is subdivided into two different sub-modes. 
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Figure 6-2 ( Dual stack +NAT mode with PPPoE access to support broadband services

When the CPE works in route mode, a PPPoE session, which is required to support IPv4 and IPv6 protocol, is initiated in CPE and terminated in carrier edge devices, such as BRAS. User IPv4 traffic passes through two NAT devices. In the first stage, NAT function is executed in the CPE to perform translation from IPv4 address of user private network to IPv4 address of carrier private network [IETF RFC 6598]. In the second stage, NAT function is executed in carrier network to perform translation from IPv4 address of carrier private network to IPv4 address of public network.

When the CPE works in bridge mode, a PPPoE session, which is required to support IPv4 and IPv6 protocol, is initiated in user's terminal and terminated in carrier edge devices, such as BRAS. User IPv4 traffic passes through one NAT device. User traffic is initiated in user equipment and terminated in carrier edge devices, such as BRAS. NAT function is executed on carrier network side to perform translation from IPv4 address of user private network to IPv4 address of public network. 

For both sub-modes, IPv6 traffic is encapsulated into PPPoE session in CPE or in user's terminal and decapsulated in carrier edge devices (e.g. BRAS).The procedures for IPv6 traffic end-to-end transmission are described in 7.2.
6.3 DS-Lite with PPPoE access

Figure 6-3 depicts DS-Lite [IETF RFC 6333] mode with PPPoE access to support end-to-end broadband service. In this mode, CPE is generally required to be configured to work in route mode. 
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Figure 6-3 ( DS-Lite with PPPoE access to support broadband services
DS-Lite tunnel established between CPE and carrier’s edge devices (e.g. BRAS) and PPPoE session supporting IPv6 are required. The user IPv4 traffic initiated from CPE is encapsulated into DS-Lite tunnel, and then transferred to the carrier edge device in PPPoE session. The carrier’s edge devices (e.g. BRAS) terminate the PPPoE session and decapsulate IPv4 traffic from DS-Lite tunnel, then perform translation from IPv4 address of user private network to IPv4 address of public network. User IPv6 traffic is also encapsulated into PPPoE session in CPE and decapsulated in carrier edge devices, such as BRAS.
7
Protocol procedures

7.1
Procedures for dual stack + NAT with IPoE access

In the mode “dual stack + NAT with IPoE access”, user IPv4 packet needs to perform one or two NAT operation when transferred, but for IPv6 packet it is not required to perform NAT operation. In this mode, the CPE and/or the edge node need to maintain NAT44 mapping table and implement the IP address mapping from private IPv4 address to public IPv4 address.
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Figure 7-1 ( Procedure for dual stack + NAT with IPoE access when CPE working in route mode

Figure 7-1 depicts the procedure for user IPv4 packet transmission when a CPE works in route mode in the mode of “dual stack + NAT with IPoE access”. In this mode, the CPE obtains the IP address and DNS related information from the carrier edge device through DHCP protocol. And then the user also obtains the IP address and DNS related information from the CPE through DHCP protocol. When the user data is transmitted end-to-end, it needs to go through two levels of NAT mapping. The first level of NAT mapping is executed in the CPE device, the mapping from the user private IPv4 address to the carrier private IPv4 address; the second level of NAT mapping is executed in the carrier's edge device (e.g. BRAS), the mapping from the carrier private IPv4 address to the public IPv4 address. In this case, both the CPE and the carrier's edge device need to maintain a NAT mapping table.
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Figure 7-2 ( Procedure dual stack + NAT with IPoE access when CPE working in bridge mode

Figure 7-2 depicts the procedure for user IPv4 packet transmission when a CPE works in bridge mode in the mode of “dual stack + NAT with IPoE access”. In this mode, different from the procedure described in Figure 7-1 is that user IPv4 packet end-to-end transmission only needs to go through one level of NAT mapping. The NAT mapping is executed at the carrier's edge device (e.g. BRAS), from the user private IPv4 address to the public IPv4 address. Carrier's edge device need to maintain a NAT mapping table.
In the mode “dual stack + NAT with IPoE access”, terminals can transmit IPv6 traffic directly without NAT. According to different CPE working modes and IPv6 address configuration methods, there are several options to IPv6 traffic transmission procedure. For any one of these options, the basic procedure is similar. In this Recommendation, CPE working in route mode is to be chosen as a typical mode to explain the IPv6 traffic transmission procedure. Referring to Figure 7-3 and Figure 7-4, two different IPv6 address configuration methods in the terminal are described. One uses NDP [IETF RFC 4861], the other uses DHCPv6 [IETF RFC 3315]. 
IPv6 address consists of IPv6 prefix and interface ID [IETF RFC 4291]. The IPv6 prefix assigned for a terminal should be allocated by carrier using DHCPv6-PD [IETF RFC 3633].  And then the terminal can obtain IPv6 prefix by Router Advertisement message in NDP protocol or by DHCPv6 protocol. Interface ID can be calculated based on the interface's MAC value [IETF RFC 4291].
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Figure 7-3 ( Procedure for user IPv6 packet transmission when CPE working in route mode, IPv6 address of terminal assigned by NDP protocol
Figure 7-3 depicts the mode of IPv4/IPv6 dual stack with CPE working in route mode, and a CPE obtains it's WAN's IPv6 prefix from network using NDP protocol. At the same time, a CPE requires an IPv6 prefix delegation to carrier edge device (e.g. BRAS) using DHCPv6 protocol. After obtaining an IPv6 prefix for user network, a CPE can announce the IPv6 prefix to a terminal using NDP protocol. When obtaining an IPv6 prefix, a CPE and a terminal automatically generate IPv6 address with interface ID. The CPE and the terminal can obtain DNS related information using DHCPv6 protocol. User Data are all encapsulated into IPv6 packets for transmission.
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Figure 7-4 ( Procedure for user IPv6 packet transmission when CPE working in route mode, IPv6 address of terminal assigned by DHCPv6 protocol

Figure 7-4 depicts the mode of IPv4/IPv6 dual stack when a CPE works in route mode. Different from the procedure of Figure 7-3, a terminal obtains IPv6 prefix and DNS information from a CPE using DHCPv6 protocol, and automatically generates IPv6 address with interface ID.
7.2
Procedures for dual stack + NAT with PPPoE access

Figure 7-5 depicts the IPv4 traffic transmission procedure when a CPE works in route mode. IPv4 data along the transferring path will be processed by two NAT devices, one is CPE, which translates a user private network IPv4 address to a carrier private network IPv4 address, the other is carrier's edge node (e.g. BRAS), which translates a carrier private network IPv4 address to a public network IPv4 address.
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Figure 7-5 ( Procedure for dual stack + NAT with PPPoE access when CPE working at route mode
In route mode, as shown in Figure 7-5, a CPE obtains a carrier private IPv4 address and DNS related information from carrier edge node using PPPoE protocol. A terminal obtains a private IPv4 address and DNS related information from CPE using DHCP protocol. When sending user data, a CPE executes the first level of NAT mapping from a user private IPv4 address to a carrier private IPv4 address. And then a carrier edge node executes the second level of NAT mapping from a carrier private IPv4 address to a public IPv4 address. When receiving user data, a carrier edge node executes the first level of NAT mapping from the public IPv4 address to the carrier private IPv4 address. And then a CPE executes the second level of NAT mapping from the carrier private IPv4 address to the user private IPv4 address. The CPE and carrier edge node need to maintain the NAT mapping tables.
Figure 7-6 depicts the IPv4 traffic transmission procedure with CPE working in bridge mode. IPv4 data along the transferring path will be processed by one NAT device, which is carrier's edge node (such as BRAS), which translates a user private network IP address to a public network IP address.
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Figure 7-6 ( Procedure for dual stack + NAT with PPPoE access when CPE working at bridge mode 
In the bridge mode, as shown in Figure 7-6, a terminal obtains a user private network IPv4 address and DNS related information from a carrier edge node using PPPoE protocol or DHCP protocol. When a terminal is transmitting user data, a carrier edge node executes NAT mapping from a user private network IPv4 address to a public network IPv4 address. When a terminal is receiving data, the carrier edge node executes NAT mapping from the public network IPv4 address to the user private network IPv4 address. The carrier edge node need to maintain the NAT mapping table.
Figure 7-7 and Figure 7-8 depict IPv6 traffic transmission procedures with CPE working in route mode. The main difference between these two procedures is the method that the terminal acquires the IPv6 prefix.
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Figure 7-7 ( Procedure for user IPv6 packet transmission when CPE working in route mode, IPv6 address of a terminal assigned by NDP protocol
As shown in Figure 7-7, a CPE obtains a terminal’s IPv6 prefix and DNS related information from a carrier edge node using PPPoE. And then the CPE announces IPv6 prefix to a terminal using NDP protocol, and assigns DNS related information to a terminal using DHCPv6 protocol when O flag in the Router Advertisement Message of NDP protocol is set [IETF RFC 4861].  A terminal automatically generates an IPv6 address based on the received IPv6 prefix and the calculated interface ID. User data are all encapsulated into IPv6 packets for transmission.
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Figure 7-8 ( Procedure for user IPv6 packet transmission when CPE working in route mode, IPv6 address of a terminal assigned by DHCPv6 protocol
Different from the procedure of Figure 7-7, in Figure 7-8 a terminal obtains IPv6 prefix and DNS related information from a CPE using DHCPv6 protocol.
7.3
Procedures for DS-Lite with PPPoE access
Figure 7-9 depicts the IPv4 traffic transmission procedure in DS-Lite + PPPoE mode. IPv4 data along the transferring path are orderly encapsulated in DS-Lite Tunnel (IPv4 in IPv6 Tunnel) [IETF RFC 6333] and PPPoE session at a CPE, and then decapsulated in the PPPoE session and DS-Lite tunnel. The IP address of user data is translated from user private network IPv4 address to public network IPv4 address at a carrier's edge node (such as BRAS).
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Figure 7-9 ( Procedure for DS-Lite with PPPoE access when CPE working in route mode
As shown in Figure 7-9, a CPE obtains IPv6 prefix and DNS related information from a carrier edge node using PPPoE and then set up DS-Lite tunnel with the carrier edge node. A terminal obtains a private IPv4 address and DNS related information from a CPE using DHCP protocol. When a terminal is sending user data, the CPE encapsulates user data into DS-Lite tunnel. The carrier edge node decapsulates the packet, and translates a user private IPv4 address into a public IPv4 address and creates a NAT mapping item. When a terminal is receiving data, the carrier edge node translates a public IPv4 address into a user private network IPv4 address according to the NAT mapping table, and encapsulates the packet into DS-Lite tunnel. A CPE decapsulates the packet by removing IPv6 header and sends it to a terminal.

Figure 7-10 and Figure 7-11 depicts IPv6 traffic transmission procedure in DS-Lite + PPPoE mode. The main difference between these two procedures is the method that the terminal acquires the IPv6 prefix.
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Figure 7-10 ( Procedure for user IPv6 packet transmission when CPE working in route mode, IPv6 address of terminal assigned by NDP protocol
As shown in Figure 7-10, a CPE obtains IPv6 prefix and DNS related information from a carrier edge node using PPPoE. A terminal obtains IPv6 prefix using NDP protocol, and automatically generates IPv6 address based on the received IPv6 prefix and the calculated interface ID. A terminal configures DNS related information using DHCP protocol when O flag in the Router Advertisement Message of NDP protocol is set. User data are all encapsulated into IPv6 packets for transmission.
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Figure 7-11 ( Procedure for user IPv6 packet transmission when CPE working in route mode, IPv6 address of terminal assigned by DHCPv6 protocol
Different from the procedure of Figure 7-10, in Figure 7-11 a terminal obtains IPv6 prefix and DNS related information from a CPE using DHCPv6 protocol.
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