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1. Introduction

The DARPA Internet Engineering Task Force met Wednesday and Thursday, 23-24
July 1986, at the University of Michican in Ann Arbor. The meeting was hosted by
Hans-Werner Braun.

1.1 Attendees

Name Organi zation Net Address

Hans-Werner Braun
Mike Brescia
Mike Corrigan
Marianne Gardner
Phill Gross
Robert Hinden
Mike Karels
Mark Lottor
David Mills
Paul Mockapetris
John Mullen
Ron Natalie
Mike St. Johns
Zaw-Sing Su
Mitch Tasman
Dave Van Belleghem
Steve Wolff
Lixia Zhang

U of Mich
BBNCC
OSD
BBNCC
MITRE
BBNCC
UCBerkeley
SRI
Linkabit
ISI
CMC
BRL
DCA/B612
SRI
BBNCC
NSF
NSF
MIT-LCS

hwb@gw.umich.edu
brescia@bbnccv
corrigan~sri-nic
mgardner@bbncc5
gross~mitre
hinden@bbnccv
karels@berkeley.edu
mkl@sri-nic
mills@isid.arpa
pvm@isi.edu
ucsbcsl! cmcvax! jrm@berkeley.arpa
Ron@brl
stjohns@sri-nic
zsu@sri-tsc
mtasman@cct.bbn.com
van b @ n rl-acousti cs.arp a
steve@brl
lixia@xx.mit.edu



Internet Eng|neer|ng Task Force

2. Agenda

(as distributed prior to the meeting)

23 July 1986, Wednesday

Morning - Status Reports
09OO
0910
0950
1000
1050
1100
1120
1140
1200

Chairman’s Remarks - Mike Corrigan, OSD
NSFNet- Hans-Werner Braun, UMich
Break
UN]:X: 4.3 Networking Enhancements - Mike Karels, UCB
Break
Internet Performance Report - Phill Gross, MITRE
Internet Performance Report - Marianne Gardner, BBN
Ad Hoc Status Reports
Lunch

Afternoon - Old Business
1300
1330
1415
1430
1600
1610
1700

Internet Measurement Criteria- Lixia Zhang, MIT
I(~MP Enhancements and Changes
Break
EGP Enhancements and Changes - Mike StJohns, DDN PMO
Break
PDN Cluster Masks- Carl-Herbert Rokitanski, DFVLR
Recess

24 July 1986, Thursday

Morning- New Business
0900 Name Domains - Paul Mockapetris, ISI
1020 Break
1035 Name Domain Transition Planning, Mike Corrigan, OSD
1200 Lunch

Afternoon- New Business (continued)
1330 Internet Capacity Planning, Bob Hinden, BBN
1450
1500
1550
1600
1700

Break
ISO Transition Planning - Phill Gross, MITRE
Break
Assignment of Action Items - Mike Corrigan, OSD
Adjourn
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Agenda
Internet Engineering Task Force

23-24th July 1986
University of Michigan, Ann Arbor, Michigan

23 July 1986, Wednesday

Morning - Status Reports

0900
0910
0950
i000
1050
ii00
1120
1140

Chairman’s Remarks - Mike Corrigan, OSD
NSFNet - Hans-Werner Braun, UMich
Break
UNIX 4.3 Networking Enhancements - Mike Karels UCB
Break ’
Internet Performance Report - Phill Gross, MITRE
Internet Performance Report - Marianne Gardner, BBN
Ad Hoc Status Reports

1200 LUNCH

Afternoon - Old Business

1300
1330
1415
1430
1600
1610
1700

Internet Measurement Criteria - Lixia Zhang, MIT
ICMP Enhancements and Changes
Break
EGP Enhancements and Changes - Mike StJohns, DDN PMO
Break
PDN Cluster Masks - Carl-Herbert Rokitanski, DFVLR
Recess

24 July 1986, Thursday

Morning - New Business

0900
1020
1035

Name Domains - Paul Mockapetris, ISI
Break
Name Domain Transition Planning, Mike Corrigan, OSD

1200 Lunch

Afternoon - New Business (continued)

1330
1450
1500
1550
1600
1700

Internet Capacity Planning, Bob Hinden, BBN
Break
ISO Transition Planning - Phill Gross, MITRE
Break
Assignment of Action Items - Mike Corrigan, OSD
Adjourn



Date: Tue, 22 Jul 86 00:27:05 edt
From: gross~mitre.ARPA (Phill Gross)
Organization: The MITRE Corp., Washington, D.C.
To: ineng-tf@isib
Subject: IETF Agenda Comments

Comments on the Agenda for the 23-24 July IETF

A quick perusal of the notes from the last meetina reveals a plethora
of oft-discussed-but-yet-to-be-resolved issues onJour plate. Mike C.
returned from the IAB with the plate stacked even higher. This has
led to a packed (probably overly ambitious) agenda, which we’ve divided
into four major sessions: Status Reports, Old Business, New Business
and Action items.

Under Status Reports, we’ll find out how we’re doing now (MG, PG),
how a~tivities are progressing which promise to make it worse (HWB)
and whether Unix will ever be a respectable ggteway (MK). As time
permits, other contractors can also chart their progress.

In the next session, we tackle Old Business items- some older than
others. We’ll have to postpone Noel’s discussion but Lixia has
volunteered to help Mike StJ expand the EGP talk to more than fill
the void. The MOST important goal in these talks is to resolve these
topics once and for all or to establish a clear course of action
toward final resolution. When we set action items this time, we
should give these areas first priority.

The question of Name Domain’s applicability for the DoD world is
impo~tant enough to give it a full morning in the New Business
session. Some of the questions concerning the suitability of Domains
for the DoD environmen£ are:

- How survivable is the Domain model? What are the estimates/experience with
traffic generated by Name Servers? Have caching guidelines been established.

- What assumptions does the Domain model make about the Internet environment?
Specifically, does it mesh well with the Internet, or is it more complicated
than necessary? Would simplifications lead to more robustness and
survivability,.that might be more appropriate for the DoD.

- Are there implementations suitable for conformance testing?

- How similar/compatible are Domains to analogous ISO services? Has anyone
considered ISO transition or interoperability?

Paul Mockapetris will allay our fears about these Domain issues and
Mike C. will lead a discuslon on DDN Domain Transition Planning.
Internet Capacity Planning and ISO Transition Planning are two
other New Business items that hopefully won’t get time squished but,
of course, there is always next meeting (where they will be old business).

We mana~ed to get out of the last meeting without setting specific
action items. For this meeting, time has been alotted for this but~,
in retrospect, it’s woefully too short. Below is a (surely incomplete)
smorgasbord of potential action items. As a first step, perhaps we
need to draft a Task Force Planning Paper or an Internet Engineering
Program Plan, that encompasses the items below and others. As part of



this, funding levels, funding agencies and potential contractors would
need to be recommended.

Action Items:

o Attack EGP! List problems, prioritize, list o~tions for solutions,
write RFCs documenting/standardizing the solutions. (See 8-9 Apr IETF
meeting notes and recent messa~es by Mills and Zhang for issues. Other
issues include estimating difficulty of enforcing an "authorized"
gateway list and investigating separate cores.)

o Produce plan for Internet growth analogous to DDN Capacity White Paper
(e.g., chart Buttergate deployment, core gateways, mail bridges, EGP
capacity, etc.).

o Consolidate Noel’s "Host Interconnection to the Internet" and new
ICMP ideas. Document as one or more RFCs. Review ISO ES-IS for
analogous DoD functionality.

o Congestion Control
- Review Nagle and Zhang congestion control schemes. Estimate

effort to test in the Buttergate.
- Document Lixia’s thoughts on IP congestion control as an RFC
- Determine network and Internet performance characteristics n~eded

for Lixia’s scheme.

o Review Name Domain concept for suitability in DDN.

o Prepare ISO Transition Plan.

o Document the SPF routing protocol as an RFC.
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4.3BSD Networking

Protocol Support

multiple address, protocol families

Intemet (host and port)

XNS
Unix (on-machine, tied to filesystem)

multiple protocol families each with
suite of protocols
(datagram, stream, ...)

generalized socket abstraction, IPC
interface

wide. variety of har.dware support.ed,
multiple protocols/Interface, multiple
interfaces/host
fairly well-defined internal interfaces

socket-protocol

protocol-protocol

protocol-link layer



4.3 Changes in Internet addressing
Subnets

RFC-950 subnet support:

network mask per network interface
(by default, 8/16/24-bit network part
only)

Within subnetted net, all subnets are
treated as separate networks. (

ICMP address mask request support

subnet broadcasts (local wire) only



Broadcast addressing

RFC-919: host part of all ones (issued
since release of 4.2, which used host all
zeros)

4.3 uses host of all ones
broadcast address

as de£ault

may be set at run time per network

subnet broadcasts are net. subnet, ones
unless set otherwise

All of the following are accepted on
¯

input:

net. subnet, ones

net. subnet, zero

net.ones

net.zeros
all ones

all zeros



Changes in IP

IP options"

supported on output, per connection
(setsockopt)

source routing understood
options updated when forwarded (4.
updated, then removed)

2

IP saves source route on input, TCP
uses for reply



Changes in IP

IP orwardlngf ¯

No forwarding or error reply from
host with single interface

ICMP redirect sent when forwarding
on incoming interface:

only if source on attached net

host redirect if routed by host or
subnet of non-shared net

network redirect otherwise

ICMP errors addressed according
to incoming interface

one-element route cache



Additional network changes

Source addresses chosen according to
outgoing network (4.2 used "primary"
address if destination non-local).

Identity of receiving interface recorded
with incoming packets

ICMP needs for info request, mask
request

ICMP uses for source address
selection on errors
IP needs for redirect generation

needed to requeue IMP error
messages

needed by Xerox NS



TCP changes

round-trip timer fixed

retransmissions not timed after
connection
only one segment sent when
retransmitting

faster backoff after first retransmission

offered window never shrinks
state is reset if peer shrinks window

connections in FIN WAIT 2 time out
after user has close~ -

new data not accepted after user close



TCP changes

¯ ¯ ¯maximum segment size selection-

0

4.2 always offered, accepted 1024-
octet segments

4.3 offers, accepts convenient size
¯ ¯near Interface packet size

if destination non-local (not on subnet
of local net), default size is used (512
data + header)



Changes in TCP send policy

sender silly-window syndrome
avoidance fixed (was relative to
receiver’s window)

persist logic fixed to handle non-zero
window

small packet avoidance- small sends
accumulate during round-trip time
(Nagle algorithm)

larger send, receive buffers (4096 bytes)
improves delayed acknowledgement
performance

source quench handling- decrease
amount of outstanding data (Nagle)



Address Resolution Protocol in 4.3

generalized for other protocols
(still supports only 10 Mb/s Ethernet)

ARP rejects and logs hosts with address
that is the hardware broadcast.

Most-recently received Ethernet address
is used; allows hosts to recover after
change of hardware address.



Address Resolution Protocol in 4.3

ARP used to negotiate use of trailer
encapsulatlons:

ARP trailer reply sent together with
IP reply

ARP trailer reply sent in response to
IP reply

either host may request to receive
trailers

other hosts receive only normal
packet encapsulation



4.2/4.3 Routing

separation of policy and mechanism

kernel implements mechanism

intelligent routing process determines
policy

simple hosts may be simple

Kernel first-hop routing

¯ look for route to host

look for route to network

look for wildcard route (to def, ault
gateway)

route may be direct (on attached net), 
may contain gateway address.



Changes in Routing-Generic

Kernel uses first route found in table
(4.2 used route with lowest use count)

Initial routes to connected nets installed
by protocols, not link layer

Old route is deleted if interface
is changed.

address

Variable-sized table (larger with option
GATEWAY). Hash uses mask rather
than (signed) modulus.



Changes in Routing-Internet

Fixes in ICMP redirect handling.

An ICMP host redirect will install a new
route to host without modifying route to
network.

Redirects, routing changes cause
notification to protocols.

Current. connections flush route
cache, reroute on next send.

Redirects are accepted only from current
router.



Routed (Unix routing daemon)

Based on Xerox Routing Information
Protocol

gateways broadcast destination and hop
count for known routes

Ch " 3anges in 4. :

doesn’t send external routing
information (only internal routes plus
a wildcard) 
better support of

subnet support

¯ ¯ ¯

point-point links

subnet routes not sent outside of
network

routing information not repeated on
incoming network
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FEB - 86 MAR- 86

MI LARPA
MI LBBN
MI LDCEC
MILISI
MI LLBL
MILSAC
MILSRI

9.0
13.8

7.4
8.6
6.4
5.8
4.3

10.05
15.1

8.5
9.3
6.9
6.6
4.9

Ma i I br i d~e APR- 86 MAY- 86

MI LARPA
MI LBHN
MI LI~EC
MILISI
MI LLBL
]VII LSAC
MI LSR I

5.6
11.4

8.0
9.4
6.1
6.3
4.1

8.1
13.2

9.3
9.8
6.6

~.7 ._1
5.2

tt~ i I br i d~e J~- 86 JUL- 86 *

5.8
11.5

8.4
10.6

6.1
7.3
5.0

5.6
11.4

7.7
9.7
5.4
7.0
4.2

’ ls t three weeks



DROP RATES

Ma i 1 br i dge APR- 86 MAY- 86

MILARPA
MILBBN
MILDCEC
MILISI
MILLBL
MILSAC
MILSRI

4.3
7.9
3.0
4.1
4.3
2.3
3.1

2.6
5.0
4.0
4.1
4.3
2.7
2.2

Ma i I br i dge JUNE- 86 JUL - 86 *

MILARPA
MILBBN
MILDCEC
MILISI
MILLBL
MILSAC
MILSRI

0.8
3.2
2.0
3.9
2.0
1.9
1.5

0.8
2.8
2.2
3.1
2.3
1.7
1.4

* ls t three weeks



I ./5
I/12
1/19
1 ~26

2/2
2/9

2/’16
2/23

3/2
3/9

3/16
3/23
3/30

4:/6
4:/13
4,/20
4/25

5/5
5/11
5/18
5/25

6/1
6/8

6/15
6/22
6/29

7/6
7/13
7/20

MAILBRIDGE WEEKLY THROUGHPUT.
(million datagrams )

19
21
27
28
33
3O
32
31
34:
35
33 1
35 9
34.1
32.3
34:
32
24
31
29
27
29
29
28
31
31.2*
34:. 1"
24.3*
20.9*
30.4:*

1986



ARPANET BUSY HOSTS

FF om Fri Jul 11 1986
Fri Jul 18 1986

00 - 00 ¯ 16
00 ¯ 00 - 16

host address %intr total %net

¯

2.
3.
4.
5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

PLrRDUE-CS-GW
ISI-GATEI2VAY
ISI-MILNET-GW

WISC-GATKWAY
BBN-MILNET-GW
DCEC-MILNET-GW
MIT-GW
SAC-MILNET-GW
BBN-TEST3-GWY
UCB-VAX
SEIS~O
BBN-NET-GV~
GV~.RUTGERS.EDU
~C.LCS.~IT.EDU
BBN-INOC
SRI-~ILNET-GV~
YALE
CSNET-RELAY
DCEC-GATEV~AY
LBL-~ILNET-GV~

37/2} 4.4 5.59 4.2
27/3} 1.0 5.58 4.2
22/2} 0.6 5.16 3.9
94/0} a.1 4.94 8.7

5/5} 9.1 4.56 3.4
20/7} 8.2 4.36 3.3
77/0} 3.2 3.52 2.6
80/2} ~.9 3.40 2.6
63/3} 100.0 2.63 2.0
78/2} 2.6 2.59 2.0
25/0} 0.0 2.23 1.7
82/4} 12.4 2.18 1.6
89/1} 2.6 2.16 1.6
44/3} 0.2 2.15 1.6
82/2} 12.2 2.12 1.6
51/4} 25.2 2.11 1.6

912} 8.1 2.05 1.5
5/4} 2.3 2.01 1.5

20/1} 9.6 1.97 1.5
68/0} 1.5 1.94 1.5

host totals 9.0 63.34 47.6

network totals 12.3 133.13



CONUS-MILNET BUSY HOSTS

From Fri Jul 11 1986
Fri Jul 18 1986

00 ¯ 00 ¯ 13
00 ¯ 00 - 13

host address %intra total %net

¯

2.
3.
4.
5.
6.
7.
8.

IS I - ARPA- (R~
BBN- ARPANET - GW
AERONET - GW
DCEC - ARPA - (Rr¢
MI L- 80- SHER1
BRL
SAC-ARPA-~
DE~L-~

9 BBN- MI NET - A - GW I
10 : MI L - 80X- SHER56
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

S IMTEL20
AMES
NARDA C - NO LA
SRI -NIC
LBL - ARPA - GW
STL-HOST1

ARPA- GW
LLL- CRG
DTRC

{ 103 / 0 } 28 . 8 3 ¯ 67 4 . 2
{49/2} 0.7 3.32 3.8
{ 65/8} 0.7 3.30 3.8
( 104/0} 1.0 3. 14 3.6
{55/8} 92.1 8.07
{ 29/0} 3.3 2.58 3.0
{105/0} 0.9 2.47 2.8
{ 16/7} 1.8 2 .46 2.8

40/1 } 1. 1 2. 10 2.4
55/4} 100.0 1 .89 2.2

{ 74/0} 2.0 1.74 2.0
{ 16/0} 3.8 1.42 1.6
{109/4} 0.0 1.39 1.6
{ 73/0} 2.3 1.34 1.5
{ 34/3} 6.9 1.30 1.5
{ 61/0} 32.7 1.18 1.4
{75/3} 1.2 1.08 1.2
{106/0} 4.8 1.07 1.2
{ 21/3} 3.1 1.06 1.2
{81/3} 13.6 1.03 1.2

host totals 16.9 40.73 46.6

network to ta 1 s 18.5 87.33



SOLrRCE QUENCHES, A Case Study-

Number of entries in the day’s
4522

June

file

19

ISI- Number of entries = 752

EST00:00 23 12:00 56
01:00 7 13:00 71
02:00 16 14:00 31
03:00 0 15:00 5
04:00 4 16:00 67
05:00 2 17:00 35
06:00 1 18:00 78
07:00 0 19:00 44
08:00 3 20:00 136
09:00 6 21:00 133
10:00 24 22:00 57
11:00 96 23:00 50

MILISI: Number of entries -- 463

EST00:00 3 12:00 13
01:00 0 13:00 47
02:00 0 14:00 10
03:00 0 15:00 16
04:00 5 16:00 62
05:00 0 17:00 40
06:00 0 18:00 74
07:00 0 19:00 86
08:00 0 20:00 64
09:00 12 21:00 31
10:00 17 22:00 23
11:00 63 23:00 10

MILDCEC- Number of entries = 891

entries from nsl.cc.ucl.ac.uk =

Much as above but with intense

769

periods ¯
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The Domain Name System

Paul V. Mockapetris

USC Information Sciences Institute
Marina del Rey, California



Needs.

Size: new hosts, users, etc.

network/internet connections

Distribution: data and responsibility

Flexibility: data types

data representations

host capabilities

2



Domain Axioms

Data is distributed.

Distribution is transparent to user.

Distribution control is distributed.

Data types are extensible.

Organization is hierarchical.

Hierarchy is extensible.

3



Domain Restrictions
(temporary?)

System administrators are responsible for configuring

system so that it works efficiently.

Updates are distributed by a refreshing discipline rather

than an atomic update mechanism.

4



Abstract
Name

Database:
Space

Tree with labels on nodes

Labels (except" ") are not unique

Name is path to root

Tree structure roughly corresponds to organizational

structure

No distinction between nodes and leaves

5



Abstract D atabase:
Resources

resource records (RRs) attached to nodes

zero or more RRs per node

RR = type

class

time-to-live (TTL)

resource data (RDA TA)

RDATA varies with type and class



Abstract Database:
Conventions

Case preservation

Case insensitive comparison

Multiple name printing rules
Mockapetris.ISl.ARPA = > Mockapetris@ ISI.ARPA
Mockapetris.ISl.ARPA = > Mockapetris.ISl.ARPA.

7



Example

I I

Tree

DDN CSNET

NAVY

iU!EL!

Mockapetris !

8



Example RRs

Owner Type Class RDATA

A.ISI.ARPA
B.ISI.ARPA
F.ISI.ARPA
PosteI.ISI.ARPA
Mockapetris.ISl.ARPA
Cohen.ISI .ARPA

A IN 10.1.0.32
A IN 10.3.0.52
A IN 10.2.0.52
MB IN F.ISI.ARPA
MB IN F.ISI.ARPA
MB IN B.ISI.ARPA

9



Queries

Simple:
Name,Qtype,Class = > RRs

Completion:
Partial Name,Type, Class, Target Name= > RRs

Inverse:
RRs = > simple query



Distribution of Database:
Agents

IUser Program

Name server

Name Server

Name Server

11



Distribution of Database:
Zone Structure



Distribution
Zone

of D atabase:
Contents

Authoritative data for zone contents

Zone marks (part of authoritative data)

Zone glue

13



Example zone

Owner Type Class RDATA

ARPA
ARPA
ARPA
ISI.ARPA
ISI.ARPA
MIT.ARPA

SOA IN
NS IN
NS IN
NS IN
NS IN
NS IN

NIC.ARPA
NIC.ARPA
F.ISI.ARPA
B.ISI.ARPA
A.ISI.ARPA
XX.MIT.ARPA

A.ISI.ARPA
B.ISI.ARPA

A IN
A IN

10.1.0.32
10.3.0.52

14



Resolver logic

style is iterative

no-answer-yet: = true;
while no.answer-yet
do begin

send -q uery-to- best- NS;
if authoritative-answer
then no-answer-yet: = false
else add-knowledge
end



Message Format

Header ID, opcode, size, return code, etc.

Question QNAME, QTYPE, QCLASS

Answer RRs

Authority RRs

Additional RRs



Database Maintenance

Refreshing at intervals specified by zone master copy

Caching anywhere so long as rules are obeyed:

Cache one, cache all

timeout

careful with special QTYPEs

17



Status and Future

Connecting internets

Update management

18
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(USAN)





This paper documents the initial delay experiments done with the

University SAtellile Network (USAN)o USAN includes the following

eight sites:

National Center for Atmospheric Research (NCAR), Boulder,

Colorado

Oregon State University, Corvallis Oregon

University of Illinois,Urbana, Illinois

. University of Maryland, College Park, Maryland

University of Miami, Miami, Florida

¯ University of Michigan, Ann Arbor, Michigan

¯ University of Wisconsin, Madison, Wisconsin

Woods Hole Oceanographic Institution, Woods Hole,

Massachussetts

NCAR is the hub of the USAN network, broadcasting data to all

the remote sites at 224 kilobits per second. The remote sites

usually have a 56 kilobits per second dedicated backlink to the

hub. The anticipated topology is illustrated in figure (i). 

the time of this writing only NCAR, Illinois, Maryland and

Michigan are operating. The Michigan site became usable in late

May.



Figure (i)



Figure (2) illustrates Michigan’s current connectivity. The

Michigan Ethernet has a gateway to the DCNet in Virginia and

Maryland, which in turn is connected to the Arpanet, to UMDnet,

and to Fordnet. Fordnet connectivity exists as an alternative

path from the University of Michigan to DCNet. Also connected to

the Michigan Ethernet is an SDSC Remote User Access Computer

that acts as a gateway to the MFE protocol-based SDSCnet.

Michigan’s current primary gateway is connected via a 150

kilobits per second HDLC link to an access gateway (USAN-GW)

into the USAN Etherneto The USAN Ethernet is connected to the

Vitalink TransLAN bridge, which itself links to the USAN

satellite groundstation equipment. Much more equipment,

irrelevant for this document, is on Michigan’s Ethernet, e.g.,

an Apollo network local-to the University of Michigan with about

150 nodes, and, of course, the Merit Computer Network itself is

also attached.



Figure (2)



Figure (3) outlines how the USAN fits into the current NSFnet

topology with its attachment to NSFnet backbone nodes. It should

be pointed out that the Fordnet is only used for local network

research and has nothing to do with the NSFnet per se. The

existence of the DCNet/Fordnet/UMICH triangle has proven

worthwhile for the implementation of an NSFnet-like environment

prior to the installation to the NSFnet itself and has aided

NSFnet development.

A possible scheme for attaching USAN and the NSFnet backbone to

one Ethernet is outlined in figure (4). An NSFnet backbone hub

could either be connected to a production Ethernet, or there

might be a gateway between the two. These Ethernets will have

hosts attached that declare one or more gateways as their

default gateways. These default gateways, in addition to making

routing decisions, can function as access gateways to the

concatenated USAN TransLAN Ethernet.

The specific environment applicable to this report is

illustrated in figure (5). UMICHI is a gateway node attached 

an Ethernet at the University of Michigan, using the Internet

network number "35". UMICHI is connected to USAN-GW via a 150

kilobits per second link, where USAN-GW is logically homed into

the USAN Internet network, at net "192.17.4" USAN-GW attaches

to another Ethernet that is also connected to the TransLAN

equipment and therefore to the USAN itself. The two remote ends

used here were NCAR and UIUC. NCAR has a Sun workstation

connected to their Ethernet, as well as one of the NSFnet

backbone nodes. The Sun has an Internet address in the same USAN

range, while NSF-NCAR belongs to net "192.17.47". The Illinois



Figure (3)



node in the diagram is also homed into the USAN address range.

Connectivity among these three nodes is already possible, even

though tunnel-routing techniques had to be applied to allow

connectivity to the NSF-NCAR as well as to the Illinois node,

since both nodes had no routing set up for the net "35".

It will very likely turn out that Type of Service routing will

play a major role in the USAN/NSFnet environment, where it will

become necessary to base routing decisions on a specific

application. A good example here is the transfer of files, where

it is important to have high throughput, and the fairly high

satellite delays are not disturbing. On the other hand an

interactive application might require low delays and therefore a

surface-bound circuit would be chosen over a satellite link. It

might even prove worthwhile to send the FTP data

acknowledgements via surface links while transmitting the data

itself via satellite. This would partly compensate for

situations where TCP windows close in high delay environments

and where the data transfers becomes bursty.



Figure (4)



Figure (5)



Delay experiments were performed with the NCAR-SCDSWI node, as

well as with the Illinois node.

The expected length of time for a single satellite hop (up+down

link) is about 250 msec, as limited by the speed of light.

IP together with ICMP has an interesting feature that allows

measurement of round trip delay times. This is done by using

ICMP Echo Requests, which in many implementations get turned

around at the remote end while also being transformed into an

ICMP Echo Reply. The sending end can now measure the delta time

between sending the ICMP Echo Request and the receipt of the

ICMP Echo reply.

As a first test I measured the delays between UMICHI and SCDSW1,

which uses a two-hop satellite link: one hop between Michigan

and NCAR and one hop for the way back. The results of one

thousand samples were logged into a file on the UMICHI Fuzzball,

and after the file was transformed into a more readable format

it was fed into the Diamond document preparation and

MultiMediaMail system on a Sun workstation. Diamond has

spreadsheet support and the result of this is shown in figure

(6). This diagram only shows delays in the range between 545

msec and 595 msec, which leaves out a few samples that had

higher round-trip delay times. Figure (7) sh6ws the last 50 

the i000 samples after sorting them for delay times. This

diagram also includes delay times higher that 595 msec. If we

consider the overhead for the two end systems, UMICHI and

SCDSWl, as well as for the gateway in the middle (USAN-GW), 

is seen that the delay is close to an expected double-hop



result.

At the first day where the USAN link between Michigan and NCAR

came out I had some conversation with Jon Postel during which he

also tested round trip delays from ISI in California via the

Arpanet, DCNet, UMICH and USAN. He sent 245 packets of which 225

were received back at ISI as ICMP Echo Replies. This means an 8%

loss rate. The minimum round trip delay time here was i.I

seconds, the maximum was 5.7 seconds, while the average round

trip delay was 1.5 seconds. Delays between UMICHI and NSF-NCAR

were also checked and found to be in the same range as in the

UMICHI-SCDSWI case.



Figure (6)



Figure (7)



Figure (8)



The following three diagrams (8, 9, and i0) show connectivity 

the Illinois node with the Internet address 192.17.4.60, (which

is logically on the same net as USAN). Connectivity from UMICH

to that node requies four satellite hops for a round trip path:

from Michigan to NCAR, from NCAR to Illinois, from Illinois back

to NCAR, and from there back to Michigan. Here the results also

were close to the expected delay times. Figure (8) shows the

first ten samples. Since an Ethernet/Internet address

correlation protocol gets used to determine the remote Ethernet

hardware address, and since Fuzzballs drop the original buffer

if these ARP protocol replies are not received within i00 msec,

the first ICMP Echo request gets lost. This makes it appear as

if it takes twice the time to traverse the four satellite hops.

In reality the ARP reply arrives later then expected, gets

latched into the ARP cache, and the higher layers in the

originating machine send a new packet about a second later. The

subsequent 999 packets lie in the roughly one second range, as

shown in Figure (9). Figure (i0) again has these 999 packets

sorted by delay while showing the last 50 packets of the one

thousand packet test. The reason that this chart stops around

990 is because 9 packets got lost somewhere in this setup.



Figure (9)



Figure (i0)




