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Motivation: Leverage cloud router nodes for best path 
selection to provide performance closer to leased lines
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ÅDefault path does not always give the best latency and throughput
ÅNow practical: Build a better path via nodes in different geographic sites in the cloud 

(inexpensive, easy provisioning and scaling, 
ƛƴǎǘŀƴŎŜǎ ǿƛǘƘ άŜƴƘŀƴŎŜŘ ƴŜǘǿƻǊƪ ǇŜǊŦƻǊƳŀƴŎŜέ ŀǾŀƛƭŀōƭŜ ŦǊƻƳ ŎƭƻǳŘ ǇǊƻǾƛŘŜǊύ

ÅExperiments: 71% chance of finding a better overlay path based on 37 cloud routers globally

Internet intelligent dedicated line

MPLS 

Overseas Domestic 

Internet

Overlay Tunnel



Take this opportunity to do Localized Optimizations On Path 
Segment (LOOPS) for better reliability and throughput
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Transport

Network

Application

Transport

NetworkUN1 UN2 UN3 UN4
ON1 ON2 ON3

End-to-end path

Overlayedpath segment 1

Overlayedpath
segment 2

ON - Overlay node
UN - Underlay node

Problems/opportunities:
ÅSlow recovery over long haul
Å Inaccuracy in sending rate decrease at sender 
Å Impairment/Temporary outage of virtual hop
ÅLimited capacity of virtual nodes

Overlay Edge (OE) Overlay Edge (OE)



Elements of a solution 
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ON1 ON2

ON3

ON4

S1 R1

Overlay

underlay

1. Local recovery
ÅFor entire tunnel 

(rather than individual flow)
ÅLoss detection/indication
ÅMeasure segment RTT
ÅLimited retransmission attempts
ÅControl FEC/replication intensity

2. Congestion control interaction
ÅExport appropriate CC signaling from 

LOOPS to e2e transport
ÅSupport ECN

3. Traffic splitting/recombining
ÅFor capacity
ÅFEC over multiple path segments



Side meeting

ÅTitle: Localized Optimizations On Path Segment (LOOPS) Discussion

ÅTime: Tuesday (Nov 6) 18:30-19:30 (19:30-20:00 as buffer)

ÅRoom: άaŜŜǘƛƴƎ рέ όтth floor)

ÅPurpose: discuss use cases and problems, potential solution ideas, 
what should and could be done in IETF

ÅRelated drafts:

ïOverlayedPath Segment Forwarding (OPSF) Problem Statement 
(https://tools.ietf.org/html/draft -li-overlayed-path-segment-forwarding-ps-00)

ïSub-path Transport Layer Problem Statement  (https://tools.ietf.org/html/draft -herbert-sub-path-ps-00)
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https://tools.ietf.org/html/draft-li-overlayed-path-segment-forwarding-ps-00
https://tools.ietf.org/html/draft-herbert-sub-path-ps-00


backups
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Delays over default path are not always promising

Å Physical location matters but not always the top factor
* Around 120 virtual nodes. 
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Loss over default paths between node pairs has 
different characteristics and vary over time

Certain path has pretty high loss rate all the times

Collected over 3 days. 
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Overlaynetwork performance analysis1/2
Å 3 sets of testings : Domestic, regional, inter - regional
20 sec as a cycle, 2000 Ping pkt each cycle Їpairs out of 37 virtual nodes in cloud globally Ї55 hours testing Їmetrics are loss rate and RTT Ї

compare with targeting QoSЃdomestic<40ms, regional<100ms, inter - regional<200ms, 99% percentile Є

There is a gap between the performance of the default path and the target value.

Inter-regional 
loss rate CDF 
diagram̂ target: 
1%̆ not satisfied̃
73.91%̔ 1%
99%̔ 46.39%
99.9%̔ 65.56%

Inter-regional RTT 
CDF diagram
̂target: 200ms̆
not satisfied̃
46.7%̔ 200ms
99%̔ 465.27ms
99.9%̔ 534.88ms

Regional RTT CDF 
diagram̂ target: 
100ms̆ not 
satisfied̃
73.65%̔ 100ms
99%̔ 224.44ms
99.9%̔ 235.79ms

Regional loss rate 
CDF diagram
̂target: 1%̆
almost satisfied̃
98.58%̔ 1%
99%̔ 2.01%
99.9%̔ 18.12%

Domestic RTT CDF 
diagram̂ target: 
40ms̆ not 
satisfied̃
70.71%̔ 40ms
99%̔ 66.37ms
99.9%̔ 68.8ms

Domestic loss 
rate CDF diagram
̂target: 1%̆
not satisfied̃
83.36%̔ 1%
99%̔ 43.79%
99.9%̔ 55.22%
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Overlaynetwork performance analysis2/2 –Gap

Gap of RTT

upper right - Gray: satisfied; White: not satisfied
Upper half of grid: 99%̆ lower half of grid: 99.9%

Gap of Loss Rate

All nodes
Satisfaction rate: 
37.21% at 99%

32.81% at 99.9%

All nodes
Satisfaction rate: 
44.27% at 99%

29.51% at 99.9%



Elements of a solution 1/3 ςLocal recovery

11

ON1 ON2

ON3

ON4

S1 R1

Overlay

underlay

1. Path segment between two ONs maintains sequence 
numbers on packet base.

2. Measure segment RTT: use real traffic, in-band timestamp. 
Å iOAM-like timestamp?
Å ACK/NACK to indicate the lost packets
Å Timestamp echoed back.  

Issues:
1. Retransmitted packet may increase RTT variation at the 

sender.
Å Wireless has similar issue, new researches are 

targeting it
Å Optimize RTT measurement?

2. Hurt other non locally recovered flows
Å Use ECN to implicitly adjust sending rate?

3. Out of order pkt buffer at the egress edge
Å With buffer: ensure in-sequence; increase RTT 

variation; block other flows
Å Without buffer: out-of-sequence, rtx of both local and 

end-to-end (could be handled by well behaved TCP 
sender) 



Elements of a solution 2/3 ςCongestion Control 
interaction
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ON1 ON2

ON3

ON4

S1 R1

Overlay

underlay

1. Congestion awaredon the segment by 
ONs. 

2. Congestion information should be 
delivered to the sender if CC would be 
needed. E.g. ECN

Issues:
1. Local retransmission attempts should be 

limited. How persistent should it be?
ÅNumber of attempts? time? 
ÅRemaining rtx credit based on 

application requirement?
* RFC3366 Advice to link designers on link Automatic Repeat reQuest(ARQ)



Elements of a solution 3/3 ςTraffic splitting/recombining
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ON1 ON2

ON3

ON4

S1 R1

Overlay

underlay

1. During impairment, replicating packet 
could be enabled to allow using two 
disjoint paths.

2. Virtual edge node (ON2) should 
remove/recombine the replication.

Issues:
1. Should complex topology be considered? 

Like multiple merge points?
2. Dynamic FEC over multiple path 

segments?


