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Outline

Ʒ Traditional IP multicast

Ʒ BIER

Ʒ Implementation of BIER in P4

Ʒ BIER Fast Reroute
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IP Multicast (IPMC)

Ʒ IP multicast (IPMC) efficiently distributes one-to-many traffic

Ý Traditional IPMC core network requires

1. State per multicast group to know next-hops (NHs) of a packet 

2. Signaling in core network when Group subscriptions change

Ý Scalability of traditional IPMC is limited
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Bit Index Explicit Replication (BIER)

Ʒ Efficient transport mechanism for IPMC traffic

ÁDomain concept

ÁCore routers do not require state per IPMC group
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P4

Ʒ High-level programming language to describe data plane

ÁCompiler maps P4 program onto programmable pipeline of target
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Packet Recirculation in P4

Ʒ Paket is sent to switch-intern recirculation port

Ʒ Port can be overloaded if to many packets are recirculated

Ý Additional physical ports in loopback mode
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BIER in P4

Ʒ Create packet clones and forward them to all relevant next-hops

One pipeline

interation:
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BIER in P4

Ʒ Create packet clones and forward them to all relevant next-hops

One pipeline

interation:

Entire packet 

processing:
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Throughput Measurements: Setup

Ʒ Measure end-to-end 

throughput

ÁChange amount of 

recirculation traffic

- Number of next-hops

ÁMeasure throughput always at 

last next-hop!
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Throughput Measurements: Setup

Ʒ Measure end-to-end 

throughput

ÁChange amount of 

recirculation traffic

- Number of next-hops

ÁMeasure throughput always at 

last next-hop!

Ʒ Tofino

ÁP4 programmable high-

performance switch ASIC

Á In Edgecore Wedge 

100BF-32X

Ʒ 100 Gb/s traffic generator
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Throughput Measurements: Results
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