Flexible Ethernet Side Meeting
Tuesday, March 28, 2017, 18:45- 20.15 (CDT)

Agenda:

1. Agenda Bashing, Chairs

2. FlexE Background and origins (20 min) 
   Haomian Zheng

3. FlexE Technology Deep Dive (20 min)
   Iftekhar Hussain

4. FlexE in the IETF (20 min)
   Mach Chen

5. Open Mic(30 min)

------------

1. Agenda bashing and chair slides, Chairs


Purpose is for a FlexE tutorial and open discussion of what IETF may or may not do in this context, and prepare input to WG chairs and ADs. Work will potentially cross several existing WGs.

2. FlexE Background and origins (20 min) 
   Haomian Zheng
   
Haomian gave an introduction to FlexE's background and definition by IEEE 802.3 and OIF (this is an overview, see the slides for the details). The control plane work is assumed to be done in the ccamp WG, and there is already a framework draft, with a protocol draft expected. FlexE supports bonding of multiple 100G PHYs, sub-rates of 100G, and channelization of a PHY or within a group of bonded PHY. Key terms are FlexE Group, FlexE Client, and FlexE Shim. He presented three use cases for FlexE: FlexE unaware transport, FlexE termination in transport network, and FlexE aware transport.

3. FlexE Technology Deep Dive (20 min)
   Iftekhar Hussain

Iftekhar presented a deep dive into FlexE technology (see the slides for details). It's a generic mechanism defined in IOF-FLEXE-01.0 Implementation Agreement. A FlexE group refers to a group of 1 to 254 bonded 100G Ethernet PHYs. He showed different example combinations of PHYs and clients.

Greg Mirsky asked if channelization can cross PHYs. A: Yes, it is covered in another slide.

Iftekhar showed how mux functions work through the FlexE shim layer, which allows decoupling of client and PHY rates. FlexE uses a calendar scheduler that uses 20 5G slots per 100G PHY. A single client can use slots across multiple PHYs. For example, a 50G client can use calendar slots on multiple PHYs, such as 5 slots on one PHY and 5 slots on another.

Rob Wilton asked if a transport PHY goes down, are the clients notified? A: Yes, the clients are notified.

There's a FlexE calendar scheduler that coordinates between the mux and demux sides of a PHY. There an overhead frame and multiframe for in-band management. There is end-to-end acknowledgement of allocated time slots before client paths are activated.

Rob Wilton asked if you change the calendar, is there traffic loss? A: This would come under resizing, and resizing is not hitless.

Iftekhar showed some example scenarios of how calendar configuration works.

Kiran Makhijani asked if the FlexE overhead is carried over the transport network? A: In some, but not all, use cases.

Gert Grammel asked if the functions in the drawing are particular pieces of equipment? In particular networks, some equipment could be FlexE aware or not aware? He finds the terminology confusing. A: It depends on which device is implementing the FlexE shim. It could be a router, or a transponder.  It depends on which equipment is FlexE aware, and also on which use case is being used, the aware or unaware cases.

? asked if the unaware case means that the PHYs are carried separately through an OTN network? A: Yes. Q: This should be better explained. A: Iftekhar went though an unaware transport example in detail.

Adrian Farrel asked if the acknowledgement doesn't come in time, is that because the message could have been lost? Is there any concept of lost messages? A: To the best of his knowledge, there is no concept of lost messages. 

Stewart Bryant said that updates can be sent multiple times in case one goes astray.

Iftekhar went over the FLexE termination case in detail.

Gert Grammel said that in the unaware case, there is buffering to allow compensation for transmission delay.

Wim Henderickx asked if there is there a limit on the number of clients a FlexE group can support? A: If there is, it's a big number.

4. FlexE in the IETF (20 min)
   Mach Chen
   
The FlexE data plane is a logical interface that consists of 1 to 254 100GBASE-R Ethernet interfaces.

The control plane could use a PCE/controller, extensions to PCEP for FlexE path computation, BGP-LS extensions for link state collection, RSVP-TE signaling, segment routing, and IGP extension for link state advertisement.

Mach showed a high-level architecture for how these could all fit together with policy, orchestration, management, path computation, and signaling.

Mach showed an example of how FlexE could be used with RSVP-TE signaling. There are two options, the first is slots are concatenated through RSVP-TE signaling with no MPLS labels on the wire, and the second has LSPs signaled as normal LSPs and MPLS labels are used to map to the allocated slots at each hop.

Yuji Kamite: Where are the FlexE shims? A: In this case, at every hop.

Adrian Farrel: In option 2, you're proposing to use an MPLS label on the wire? I'm wondering how the label is used. There is a mapping from slots to bandwidth, and you use the label to determine which slot to use. It's switching at the lower layer indexed by information at the higher layer.

Gert Grammel asked if you can have sub-interfaces? Mach said that's covered in the first case.

Gert asked what's the advantage of FlexE vs. four 100G interfaces? Iftekhar said that you can get bigger pipes than without FlexE, and at each hub you can do flexible muxing and demuxing. Gert and Iftekhar continued to discuss the relative merits of FlexE vs. non-FlexE.

Wim Henderickx said that he doesn't understand how option 1 works for routers, it could be challenging to implement it on a router interface. There was general agreement.

Mach showed how FlexE can be used with segment routing. It is similar to option 2 in the previous slide.

Iftekhar said that you're assuming a homogeneous network with FlexE everywhere. How can we deploy it incrementally so that there are mixed FlexE and non-FlexE networks? A: In that case, you can't guarantee bandwidth through the non-FlexE segments.

Mach talked about next steps. These would include a framework document in the ccamp WG (currently under discussion), followed by possible RSVP-TE extensions in ccamp and/or teas WGs, routing extensions for FlexE such as OSPF or IS-IS extensions, BGP-LS extensions in IDR WG, PECP extensions in the PCE WG, SR with FlexE in the spring WG, FlexE OAM in ccamp, and a YANG model in ccamp.

Gert asked how protection is defined? Is there protection defined for segments or routes? Daniele said that we can do like we do protection for other physical layers. 

Greg asked what is the scope for OAM? What OAM functions are required that IETF can contribute? SONET/SDH has its own OAM, are we saying that there will be OAM that isn't native to FlexE? A: Most probably.

Adrian: If you do option 2 or probably segment routing, you're adding a new meaning to the MPLS label, because you're not doing a label swap, you're doing a lookup. When you receive a packet with a label, it tells you what to do in the FlexE layer, not the MPLS layer. You're adding a new meaning to a label. Stewart Bryant said that there will have to be a swap in the MPLS layer as well. It's fine, but it's work that will have to be done.

Wim talked about the differences in how FlexE interfaces would be implemented in routers and transport switches. 

Gert said that this reminds of the work that's been done for supporting SONET/SDH PHYs and their extensions, such as ODU-flex.

Georgios Karagiannis said that the use of FlexE is to allow aggregated links that can size the boundaries, and asked how management of boundary sizing can be done in the IETF. A: This is currently done by configuration, and the IETF could create a Yang model.

Daniele asked which aspects comes from the IEEE, and what from the OIF. A: The 100G standard is from the IEEE, and the FlexE definition is from the OIF.

Daniele said that we're looking forward to drafts to start showing up as listed in the next steps.

5. Open Mic(30 min)

This happened during Mach's presentation.

The meeting concluded at 8:16 PM. The slides will be put up on the CCAMP WG pages.
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