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Background

* NMLRG meeting In IETF95

— Focused on ML (Machine Learning) applied in
network traffic handling

— Some distinct use cases from different
organizations were presented In the meeting

— This presentation Is the collection of the use
cases



Why Focused on Network Traffic?

The user contents within traffic is becoming more diverse due to the development
of various network services, and increasing use of encryption.

It is more and more challenging for administrators to get aware of the network’s
running status (such as performance, failures, and security etc.) and efficiently
manage the network traffic flows.

It is natural to utilize machine learning technology to analyze the large mount of
data regarding network traffic , to understand the network's status. The analyzed
objectives could be:

Measurable properties: latency, packet number, duration etc.
Protocol metadata: headers, source/dest IP addresses, port number etc.

User content: webs, audio, video etc.

Network signaling, routing signaling, MPLS-TE, P2P etc.



#1: HTTPS Traffic Classification

Dataset Pre-processing
Service providers

HTTPS Traffic : =
(Root Domain)

Class-Level

 Predicted

] q service
Google.com Dropbox.com - Service Provider provider X

Folds Level Safe &Models Loadmg services

HTTPS
o s model provided b
Dataset Building Services ° "
(Lv2-Models) ’ : C
1

maps drive photos . B . NG
- ) -.dl:!r-.nl-:-ad file) C ifi ti Mod
Figure : Multi-level presentation Services ssication Hodd
(sub-domains)

* The objective is to « A multi-level ML approach has been proposed:
automatically label an HTTPS - afirst level model (L1 model) whose the goal is
connection by the service and to identify the service provider

service provider associated with. - aset of second level models (L2 models), one

for each service provider to identify specific
service of a service provider



Results

Evaluate the framework as black-box (Level1&2)

Results show that we achieve 93.10% of Perfect identification and
2.9% of Partial identification.
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Figure : The complete classification model




#2: Automatic Malicious Domain
Detection with DNS Traffic Analysis

Data to be analyzed:
- a domains registration database and

- authoritative DNS server traffic data, which
IS typically the case for Top-Level Domains
(TLD) reqistries.

These domains are classified using k-means
as a clustering method into two clusters using
four features extracted from the analyzed
DNS traffic:

- DNS queries
- IP addresses
- Autonomous Systems (Ases)

- Countries, which were chosen empirically

(1) Pull (II) Classify (1)
new into 1st-timer Feature
domains and re-regs. extaction

- V) Registrar

NDEWS (New Domains Early
Warning System), a tool that
classifies the newly registered
domains based on their initial
lookup pattern.



Results

> 1.5+ years of DNS data on ENTRADA Cluster | Size | 5 Req |5 /Ps | 5-CC |5 ASes.

» 78B DNS request/responses glormal
uspicious | 2,956 55.03 | 27.87 | 4.99 7.43

» All registration database P | 5503 | 2787 | 499 | 743

Table: Mean values for features and clusters - excluding domains with 1
request - 1st Timers

Interval Jan 1st, 2015 to Aug 30th 2015

- Iteval
~ 5,500,000 » Were those “suspicious” domains really malicious?
086,201 » Very hard to verify on historical data: if they had pages; they

New domains - first timers 476,040(81.2%)
New domains - re-registered 110,161 (18.8%)

Total DNS Requests 32,864,402,270 > Results on historical data:
DNS request new domains (24h) 826 740 » Content analysis: 148 “shoes stores” , 17 adult/malware

DNS request new domains - first-timers (24h) 420,362 » 19 phishing domains (out of 49 reported by Netcraft on the
same period)

Table: Evaluated datasets (from one .nl auth server > VirusTotal: 25 domains matched

might be gone or diff by now




#3: ML based Policy Derivation and Evaluation
In Broadband Networks

Management  Objective function
SYstem — QOS, resource consumption
Reason
Decide
: §> * Input
Perceive {7 Act — User information
— Services

— Traffic, mobility in time and space
— System capabilities

Approach

[ ]
e Agile system behavior OUtpUt ) .
e Satisfaction of service requirements, while achieving — NEtWOI'k Conflguratlon
resource efficiency — Traffic allocation
e Exploitation of time and space variance
 Difficulty

— Computationally hard problems



#3: ML based Policy Derivation and Evaluation
In Broadband Networks

Predictive Analytics/Insights

& Recommendations
External Data

Sources

Through machine learning it will
ol be possible to provide faster and
targeted solutions to specific
network problems.

Application Performance
& Subscriber data

Network/ [ Traffic Management

Moreover, it is possible cluster
various usage profiles and
prioritize the traffic according to
Services/ the criticality level.

Cloud/
IMS




#4. Traffic Anomaly Detection in the Router

When interface traffic exceeds a
certain threshold, the router will
consider it as an anomaly event
and report it to the NMS

— E.qg. trap-threshold { input-rate |

output-rate }

However, network traffic is
usually changing. static
configuration could not effectively

identify the traffic anomaly events.

Wavelets are employed to analyze time-series
network traffic for anomaly detection. In some
certain interval, the routers measure, record,
and analyze the input and output traffic rates
respectively, or in the form of rate sums.

Running for some time, the router would get a
set of "time-rate” data, collected as time-series
waves for further wavelet analysis. Besides
wavelets, this use case proposes other
machine learning techniques such as outlier
detection. For this way, features are to be
extracted from wavelets for supervised or
unsupervised learning.




#5: Applications of ML to Flow Monitoring

 How to identify applications w/o payloads? e.g., identify Netflix, BitTorrent, Skype..

| 1. Continuous training process:
Generation of Feature — Collect traffic (with payload), run
N frrough D

— — | — Build “NetFlow-derived features ->
-based application labeling DPLIabeled NetFlow app” dataset
: —l — Machine learning to build a classifier

2. Classification process:
— Collect NetFlow and extract features

NetFlow Feature ML-labeled NetFlow — Run through classifier
Extraction |

Training

Classification




Results
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—~— Avg. accuracy = 96.76 % -- 5 retrainings -- 94% threshold
— Avg. accuracy = 97.5 % -- 15 retrainings -- 96% threshold
—<— Avg. accuracy = 98.26 % -- 108 retrainings -- 98% threshold

Fri, 04 Feb 2011 Tue, 08 Feb 2011 Fri, 11 Eeb 2011 Mon, 14 Feb 2011 Thu, 17 Feb 2011
Time




Reference
* NMLRG IETF95 meeting materials:

 |ETF draft of these slides:


https://www.ietf.org/proceedings/95/nmlrg.html
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning
https://tools.ietf.org/html/draft-jiang-nmlrg-traffic-machine-learning

Thank you



