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— How can we best erarchical data centers taking
care of latency constraints associated with VNFs, user mobility,
energy cost of utilization, resource availability

— How can we best utilize the dynamic availability of such
distributed compute/network/storage/energy resources?
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= Partition / Collapse / ross data centers

= Address latency constraints, user mobility, dynamic resource
availability, security (compute/network/storage/energy)

= Dynamic Monitoring, Analytics, Optimization, Orchestration, Scaling
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Metric
Round trip time
Connection setup
TCP bandwidth
Playout Stalls

App chient

Fully Hierarchical

179 ms (median)

3.7 sec (median)
3.19 Mbps
12

Partially Collapsed
64 ms (median)
1.3 sec (median)

3.45 Mbps
2

App client
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22 ms (median)
0.7 sec (median)

3.72 Mbps
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MOBILITY AWARE VNF-PLACEMENT (IEEE NFV-SDN 2017)

(COLLABORATION WITH AKANKSHA PATEL, PROF MYTHILI VUTUKURU)
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Fig. 1. Physical substrate network of a telecom operator Fig. 4. Division of graph into subgraphs
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